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Abstract: Image retrieval with traditional relevance feed-
back encounters problems: (1) ability to represent hand-
crafted features which is limited, and (2) inefficient with
high-dimensional data such as image data. In this paper,
we propose a framework based on very deep convolutional
neural network autoencoder for image retrieval, called AIR
(Autoencoders for Image Retrieval). Our proposed framework
allows to learn feature vectors directly from the raw image
and in an unsupervised manner. In addition, our framework
utilizes a hybrid approach of unsupervised and supervised
to improve retrieval performance. The experimental results
show that our method gives better results than some existing
methods on the CIFAR-100 image set, which consists of 60,000
images.

Keywords: image representations, CNNs, autoencoder, rele-
vant feedback.

I. INTRODUCTION

Content-based image retrieval aims to find similar images
through image content analysis. Hence image representa-
tions and similarity measurements become important to it.
In order that image retrieval is robust to geometrical and
visual changes, the similarity between images is calculated
based on the content of the images. The content of the
images such as color, texture, shape, etc. is represented
in the form of a feature descriptor [1]. The similarity
between the feature vectors of the corresponding images
is referred to as the similarity between the images. There-
fore, the performance of any content-based image retrieval
method also depends on the representation of the image’s
features. Any feature representation method is expected
to be discriminatory, strong, and low-dimensional. Many
feature representation methods have been studied to calcu-
late the similarity between two images for content-based

image retrieval. Feature representation using visual cues
of manually selected images based on need [2–6]. These
approaches are also referred to as hand-crafted feature
descriptions. Moreover, in general, these methods are unsu-
pervised learning because they do not need data to design
the feature representation method. Hand-crafted features for
image retrieval is a very active research area. However, its
performance is limited because the hand-designed features
cannot represent the image properties in a precise way [7].

For the last decade, we have seen the shift of feature
representation from manual design to a learning-based
approach, especially with the emergence of deep learning
[8, 9]. In this shift, learning based on convolutional neural
networks has replaced traditional hand-designed feature
representation. Deep learning is a technique for learning
abstract features from data that are important for applica-
tions and data sets [10]. Depending on the type of data
to be processed, different architectures have emerged such
as artificial neural networks, multilayer perceptrons [11].
Convolutional Neural Networks (CNNs) for image data
[12, 13] and Recurrent Neural Networks (RNNs) for time
series data [14]. Progress has been made for image retrieval
using the power of deep learning [15, 16].

Deep learning progressions are supervised and would be
difficult to apply to a problem with a small number of
labeled samples such as an image retrieval problem with
relevance feedback. In this problem, the number of user’s
feedback samples is quite limited. From the perspective of
unsupervised deep learning, Hinton and Krizhevsky [17]
proposed an autoencoder algorithm with application for
image retrieval, which was then used for a number of
other tasks such as face alignment [18]. When we train
an autoencoder deep neural network, it does not require
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labeled samples. An autoencoder can be thought of as
a multilayer sparse coding network. Each node in the
autoencoder network can be viewed as a prototype of
the object image. From the bottom to the top layer, the
prototype contains rich semantic information and becomes
a better representation. After the autoencoder network is
learned, the weights obtained by image reconstruction are
based on the prototype, which are used as features for
image retrieval and matching. Because the autoencoder
can adaptively learn features when training, it can get an
extremely good for image retrieval.

However, the image retrieval methods, using the above
autoencoder, face the problem of poorer feature discrim-
inability. The reason is models are often trained for classi-
fication while image retrieval needs to learn features for
matching. Besides, these methods also lose information
due to feature quantification [19]. Furthermore, deep neural
networks suffer from the problem of vanishing/exploding
gradients and computational complexity. Because autoen-
coders have multiple convolutional and deconvolutional
layers, information is lost and performance is degraded
when reconstructing images.

To overcome the above limitations, in this paper, we
propose a semi-supervised framework based on convolu-
tional neural network autoencoder for image retrieval with
relevance feedback (AIR). This framework overcomes two
problems: (1) the ability to distinguish the poor features
of the previous methods because we integrate the relevance
feedback mechanism and ranking via the SVM support vec-
tor machine, and (2) solve the problem of vanishing/explod-
ing gradients and computational complexity through the use
of shortcut connections in the autoencoder architecture and
make it possible to use very deep autoencoders.

This article is organized as follows. We briefly review
related work in section II. Section III presents our proposed
method. Finally, the experimental results are described in
section IV. Conclusions are made in section V.

II. RELATED WORK

Through supervised learning, data is passed from the
input to the top layer for prediction. By minimizing the
value of the cost function between the target value and the
predicted value, the back-propagation algorithm is used to
optimize the parameters that connect each pair of layers.
Specifically, CNN [12] is a neural network-based transform,
which is used to represent features through supervised
learning. CNN is often performed in image analysis, speech
recognition [20] and text analysis,.... Especially in image
analysis, CNN has achieved great success such as face

recognition [21], scene analysis [22], cell segmentation
[23], and brain injury segmentation [24, 25].

In unsupervised learning approaches, unlabeled data is
used to learn features, while a small amount of labeled
data is used to tune the parameters, such as the Restricted
Boltzmann Machine (RBM) [26], Deep Belief Network
(DBN) [27], autoencoders [28] and stacked autoencoders
[29]. Kumar et al have proposed an autoencoder approach
for unsupervised feature learning [30]. Kalleberg et al.
proposed a convolutional autoencoder approach to image
analysis [31]. Li et al. have designed an RBM-based
approach for classification [32].

Autoencoders were developed to learn efficient features
for image content representation. It exploits a neural net-
work to learn the representations of a given sample in
order to minimize the reconstruction error. Feature learning
with unsupervised learning algorithms that reconstruct input
samples based on predefined rules. Autoencoder [33] can
learn representative features to reconstruct input samples
with minimal reconstruction error. Autoencoders are uti-
lized to combine sounds (audio) and lyrics for musical
mood classification [34]. Autoencoders and their variants
have also been applied to multimodal representation learn-
ing [35, 36]. The authors in [17] proposed an autoencoder
network to learn the latent representation between textual
and visual content, minimizing the correlation error be-
tween the latent representations of the two methods. The au-
thors in [37, 38] took advantage of a denoising autoencoder
to learn representative features in an unsupervised way and
applied it to train dominant detection models from raw
image data. However, these methods face the problem of
poorer discriminant ability of features because models are
often trained for classification while image retrieval needs
to learn features for matching. Besides, these methods
also lose information due to feature quantification [19].
In addition, these methods do not take advantage of the
very deep architecture of neural networks and their training
process converges slowly.

III. PROPOSED METHOD

Figure 1 shows the proposed framework. Our method has
three components. The first component is the unsupervised
training of a very deep neural network autoencoder on a
subset of the image set. The second component is to apply
the learning model from the first component encoder to
extract low-dimensional features from the database image
set. Note here that both the first and second components
are taken offline. The third component is to retrieve images
that are similar to the query image based on the relevance
feedback. The very deep convolutional neural network
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model autoencoder is trained on a subset of the database
image set. In this case, we use the CIFAR-100 image set.

1. Learning image representations with a very deep
convolutional neural network autoencoder

This section describes the very deep convolutional neural
network architecture autoencoder and training parameters.

A supervised approach is available for data-driven fea-
ture learning, when the connection weights are updated
through a back-propagation algorithm. Compared with the
supervised learning approach, the unsupervised learning
approach can directly receive unlabeled input data, reducing
the labor for labeling. Autoencoder extracts output data to
reconstruct input data, and compares input data with origi-
nal input data. After a number of iterations, the value of the
cost function reaches the optimal level, which means that
the reconstructed input data can approximate the original
input data.

Figure 1. Proposed framework for image retrieval.

• Convolutional neural network autoencoder:

The convolutional neural network autoencoder combines
locally connected convolution with the Standard autoen-
coder, which is a simple operator to add reconstruction in-
put to the convolution operator. The procedure that converts
the convolution from the feature map input to the output is
called a convolution decoder. Then, the output values are re-
constructed through the inverse convolution operator, which
is called a convolution encoder. Furthermore, through the
unsupervised greedy training autoencoder, the parameters
of the encoding and decoding operators can be calculated.
In the autoencoder convolution operator, 𝑓 (·) represents the

convolutional encoding operator and 𝑓 ′ (·) represents the
convolutional decoding operator. The input feature maps
𝑝 ∈ R𝑛×𝑙×𝑙 , which are obtained from the input layer or the
previous layer. It contains 𝑛 feature maps, and the size of
each feature is 𝑙 × 𝑙 pixels. The autoencoder convolution
operator consists of m convolution kernels, and the output
layer generates m feature maps. When input feature maps
are generated from the input layer, 𝑛 represents the number
of output feature maps from the previous layer. The size of
the convolution kernel is 𝑑 × 𝑑 with 𝑑 ≤ 𝑙.

Let \ = {𝑊,𝑊, 𝑏, �̂�} represent the parameters of the
autoencoder convolution layer, which need to be learned.
Where, 𝑊 = {𝑤 𝑗 , 𝑗 = 1, 2, . . . , 𝑚} and 𝑏 ∈ R𝑚 repre-
sent the parameters of the convolutional encoder, where
𝑤 𝑗 ∈ R𝑛×𝑙×𝑙 is defined as a vector 𝑤 𝑗 ∈ R𝑛𝑙2 . Besides,
𝑊 = {�̂� 𝑗 , 𝑗 = 1, 2, . . . , 𝑚} and �̂� represent the param-
eters of the convolutional decoder, here �̂� ∈ R𝑛𝑙2 , and
𝑤 𝑗 ∈ R1×𝑛𝑙2 .

First, the input image is encoded so that each time a
patch of 𝑑×𝑑 pixels 𝑝𝑖 , 𝑖 = 1, 2, . . . , 𝑘, is selected from the
input image, and then the weight 𝑤 𝑗 of the convolutional 𝑗

used for convolution calculations. Finally, the neuron value
𝑎𝑖 𝑗 , 𝑗 = 1, 2, . . . , 𝑚, is calculated from the output layer

𝑎𝑖 𝑗 = 𝑓 (𝑝𝑖) = 𝜎(𝑤 𝑗 · 𝑝𝑖 + 𝑏). (1)

In equation (1), 𝜎 is a nonlinear activation function, in this
paper, we use Rectified Linear Function (RElu)

RElu(𝑝) =
{
𝑝 if 𝑝 ≥ 0
0 if 𝑝 < 0.

(2)

Then the 𝑜𝑖 𝑗 output from the convolution decoder is en-
coded that 𝑝𝑖 is reconstructed through 𝑎𝑖 𝑗 to produce 𝑝𝑖

𝑝𝑖 = 𝑓 ′ (𝑎𝑖 𝑗 ) = 𝜙(𝑤𝑖 · 𝑎𝑖 𝑗 + �̂�), (3)

𝑝𝑖 is generated after each convolution encoding and de-
coding. We get the patch 𝑃 obtained from the reconstruc-
tion operator. We use the mean square error between the
original patch of the input image 𝑝𝑖 , 𝑖 = 1, 2, . . . , 𝑝 and
the reconstructed patch of the image 𝑝𝑖 , 𝑖 = 1, 2, . . . , 𝑘 as
cost function. In addition, the cost function is described in
equation (4), and the reconstruction error is described in
equation (5)

𝐿 (\) = 1
𝑘

𝑘∑︁
𝑖=1

𝐸 (𝑝𝑖 , 𝑝𝑖), (4)

𝐸 (𝑝𝑖 , 𝑝𝑖) = ∥𝑝𝑖 − 𝑝𝑖 ∥2 = ∥𝑝𝑖 − 𝜙(𝜎(𝑝𝑖))∥2. (5)

• Pooling layer:

Similar to in CNN, the convolution layer is connected to
the pooling layer [12]. In the convolutional neural network
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architecture autoencoder, the max pooling layer is placed
after the convolution layer

𝑎𝑖𝑗 = max(𝑝𝑖𝑗 ). (6)

Each input feature map is divided into 𝑛 non-intersecting
regions according to the size of the pooling region. In
equation (6), 𝑝𝑖

𝑗
represents the 𝑖th region of the 𝑗 th feature

map, and 𝑎𝑖
𝑗

represents the 𝑖th neuron of the 𝑗 th feature map.
The number of input feature maps is equal to the number of
output feature maps in the pooling layer. The neurons in the
feature map can be reduced after performing the pooling
operator, so the computational complexity is also reduced.
In the experiment of this paper, we empirically evaluate
the autoencoder architecture including the setting with and
without the pooling layer.

• The proposed convolutional network architecture au-
toencoder:

As we all know, deep neural networks suffer from
vanishing/exploding gradients problems and computational
complexity. Because autoencoders have multiple convo-
lutional and deconvolutional layers, information is lost
and performance is degraded when reconstructing images.
Inspiring by the residual neural network consisting of
shortcut connections [13], we add shortcut connections
to the autoencoder network as shown in Figure 2. These
connections make it possible to send feature maps from the
first layer of the encoder to several later layers directly. The
reason for using sortcut connection is because: first, when
the network is too deep, image details can be lost, while
feature maps passed through sortcut connections carry a
lot of image detail. Second, the sortcut connections make
the training process of deep neural networks to converge
faster [13]. In addition, using sortcut connections obtains
the benefit of feature extraction for image retrieval through
increasing the depth of the network.

Figure 2. Proposed network architecture autoencoder for feature extrac-
tion.

• Training parameters:

Through the stochastic gradient descent (SGD) algo-
rithm, the errors are minimized, and the autoencoder con-
volution layer is optimized. Finally, the trained parameters
are used to generate feature maps that are passed to the
next layer.

We use 50,000 unlabeled samples to train the convo-
lutional neural network autoencoder through unsupervised

learning at the convolution layer, the gradient is calculated
through the cost function in (4), and the parameters are
optimized by SGD. Each batch has a minimum of 150
samples, and the number of iterations per batch is 20. The
number of channels is set up in equation (2) for the con-
volutional encoder and equation (3) for the corresponding
convolutional decoder.

2. Retrieve images with relevance feedback using
support vector machine

• Support Vector Machine:

In this paper, we choose a support vector machine (SVM)
[39] for image ranking. The reason for choosing SVM
is: first, it is a powerful classifier, especially for binary
classifier, and the image retrieval problem with relevance
feedback is a two-class problem. Second, through the found
optimal hyperplane, we can use the distance from each
sample to the optimal hyperplane as the value to rank the
images.

• Image retrieval:

As the framework shown in Figure 1, after training
the convolutional neural network model autoencoder in
Component 1, we proceed to remove the decoder part and
keep the encoder part to have the learning model as in
Component 2. Use the learning model in Component 2 of
the framework for the extraction of low-dimensional feature
vectors to obtain a set of 𝑛 feature vectors ( 𝑓0, 𝑓1, . . . , 𝑓𝑛).

During the retrieval process as in Component 3 of the
framework, the user provides a query image 𝑞, the feature
vector of the query image will be passed the encoder
learning model to obtain the feature vector of the query
image (𝑞0, 𝑞1, . . . , 𝑞𝑛). The initial retrieval process will
compare (using Euclidean distance) the vector of the query
image with the vector of each database image to obtain
the retrieval result set. On this result set, the user selects
relevance and unrelevance images to get the feedback set
(this feedback set includes samples with negative and posi-
tive labels, they are also training samples). SVM learning is
applied on the training set to obtain the SVM classification
model. Apply the classification model on the feature vector
set of the image database: the predicted positively labeled
images that have the furthest distance from the optimal
hyperplane will be ranked at the number one of the resulting
list. Along with that, images that are predicted to have
positive labels, which are the second furthest from the
optimal hyperplane will be ranked at number two of the
resulting list,... This process repeats until the user stops
responding.
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IV. EXPERIMENT RESULTS

1. Dataset

Image dataset CIFAR-1001: This dataset is a subset of
80-million tiny images. It contains 60,000 color images and
the images in this set are grouped into 100 classes (600
images per class). The size of each image is 32 × 32. In
our experiment, 10,000 images are taken as a set of query
images. This query image set is generated by randomly
selecting 100 images from each of the 100 classes. The
remaining 50,000 images of CIFAR-100 were used as
training set.

2. Evaluation Metrics

Average precision (𝐴𝑃): refers to the coverage below
the precision-recall curve. A larger 𝐴𝑃 implies a higher
precision-recall curve and better retrieval precision. 𝐴𝑃 can
be calculated as follows:

𝐴𝑃 =

𝑁∑
𝑘=1

𝑃(𝑘)rel(𝑘)

𝑅
, (7)

where 𝑅 represents the number of relevance results for the
query image from a total of 𝑁 images. 𝑃(𝑘) is the precision
of 𝑘 retrieved images, and rel(𝑘) is an index function that
has a value of 1 if the 𝑘 th image in the ranking list is
relevant and 0 otherwise. Mean average precision (𝑚𝐴𝑃)
is accepted for the evaluation on all query images.

𝑚𝐴𝑃 =
1
𝑄

𝑄∑︁
𝑞=1

𝐴𝑃(𝑞), (8)

where 𝑄 is the number of query images.

3. The results on the image dataset CIFAR-100

To demonstrate the effectiveness of the proposed autoen-
coder architecture for image retrieval, we experiment with
image retrieval by Euclidean distance, called Baseline, as
follows:

At the beginning of the retrieval, the Euclidean distance
in 128 dimensions is used to rank the images in the
database. The reason that we use 128-dimensional feature
vector is the appropriate dimension of many image retrieval
methods [40, 41]. The results of the initial access (when
there is no feedback) according to the different depths of the
network on the set CIFAR-100 are shown in Figure 3 below.
Figure 3 shows the 𝑚𝐴𝑃 in five different configurations
for the 10, 20, 40, and 60 layers of the network. The
first configuration, called classic, is an autoencoder that
uses the pooling layer and has no sortcut connection. The

1https://www.cs.toronto.edu/∼kriz/cifar.html

second configuration, called Sortcut(con-decon), is
an autoencoder using the pooling layer, and has a sortcut
connection, which is a symmetric connection [42]. The
third configuration, called NoP_sortcut(con-decon),
is an autoencoder that does not use the pooling layer
and has a sortcut connection, and it is also a symmetric
connection. The fourth configuration, called Sortcut, is
an autoencoder that uses the pooling layer and has a sortcut
connection but it is not a symmetric connection. The final
configuration, called NoP_sortcut, is an autoencoder
that does not use the pooling layer and has a sortcut
connection, and it is also not symmetric (see Figure 2).
The reason we experimented with configurations of net-
work architectures with both pooling and without pooling
because we wanted to test performance on images as small
as those in the CIFAR-100 (32 × 32).

Looking at Figure 3, we see that the optimal number of
layers of the autoencoder network architecture for image
retrieval on the CIFAR-100 set (with all architectures) is
40 layers. Also from this Figure 3, we see that the network
configuration using the pooling layer is effective on deeper
network architectures.

The network architecture in [42] (in-
cluding the Sortcut(con-decon) and
NoP_sortcut(con-decon) configurations) for
precision is lower than that of our network architecture
(including Sortcut and NoP_sortcut). The reason
is that although both the Sortcut(con-decon) and
NoP_sortcut(con-decon) configurations of the
network architecture in [42] use a sortcut connection, they
use a symmetric sortcut connection. Network architectures
using symmetric sortcut connections are more suitable for
image noise removal than image retrieval. Out of the 5
configurations, two in our network architecture give the
best results for all layers. This proves that the integration
of asymmetric shortcut connection in autoencoder has
effectively generated autoencoder deep networks for image
matching.

Figure 3. Results of image retrieval at different depths of autoencoder
network.

Basing on the above experiment, we see that the optimal
number of layers for autoencoder network architecture with
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sortcut connection is 40. To demonstrate the effectiveness
of the proposed framework for image retrieval, we test
the framework with relevance feedback on this network
configuration as follows:

After the user provides relevant feedback, the Baseline,
AIR, EDSSCIR (Encoder-Decoder with Symmetric Skip
Connection for Image Retrieval) in [42], and SSCAIR
(Feature extraction using self-supervised convolutional au-
toencoder for content) [43] methods are applied to rerank
the images in the database. We choose EDSSCIR method
for performance comparison, it uses feature learned from
convolution autoencoder with symmetric skip connection,
because we want to demonstrate the efficiency of feature
learned by our method in image retrieval.

Figure 4 shows the Mean average precision of the four
methods (including Baseline (Non-RF), AIR, EDSSCIR,
and SSCAIR) for the first three feedback iterations. From
Figure 4, we see that the Baseline method gives the
lowest precision. The reason is the Baseline method has
no learning mechanism, it only calculates the Euclidean
distance between the feature vector of the query image and
that of the database image. Our AIR method gave better
results than the other three methods on all iterations. The
performance of the AIR method is significantly better than
that of Baseline, which indicates that the relevant feedback
provided by the user is very helpful in improving retrieval
performance. AIR performs better than EDSSCIR because
our method obtains a good feature representation.

Figure 4. Performance comparison (in mAP) of the three methods for the
first three iterations.

V. CONCLUSION

In this paper, we have presented an effective framework
for image retrieval. This framework overcomes two prob-
lems: first, the poor discriminating ability of the existing
methods, and second, mitigating the problem of vanish-
ing/exploding gradients and computational complexity. The
very deep convolutional neural network model autoencoder
is utilized to learn efficient feature representations for image

retrieval through the use of sortcut connections in the
autoencoder architecture. This learning model is used to
generate feature representations of database images. On
the basis of these feature representations, we designed a
relevance feedback learning mechanism using a support
vector machine to take advantage of labeled samples from
user’s feedback. The training samples, which were obtained
from the relevance feedback mechanism, were fed to the
SVM classifier which enhanced the ability to learn the
discriminant features that are used for retrieval. As a result
of this framework, we have obtained good quality ranked
lists, which both overcome the shortage of labeled samples
and take advantage of very deep neural networks.

The experimental results performed on the CIFAR-100
set with 60,000 images have proved that our proposed
framework produces results with higher accuracy than some
current methods.
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