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Abstract - This paper focuses on building statistical 
models to capture and forecast the traffic of mobile 
communication network in Vietnam. Following Box-
Jenkins method, a multiplicative seasonal ARIMA 
model is constructed to represent the mean component 
using the past values of traffic, a GARCH model is then 
incorporated to represent its volatility. The traffic is 
collected from EVN Telecom mobile communication 
network. The numerical result comparisons show that 
the multiplicative seasonal ARIMA/GARCH model 
built in this paper gives a better estimate when dealing 
with volatility clustering in the data series. However, in 
short-term prediction where the volatility has an 
insignificant influence, the achieved ARIMA model also 
can be considered as a good model to capture well the 
characteristics of EVN traffic series and gives 
reasonable forecasting results.  

Keywords - Traffic prediction, ARIMA, GARCH, 

Multiplicative Seasonal ARIMA/GARCH, EViews. 

I. INTRODUCTION 

Wireless traffic prediction has been an interest for 

years and become more and more important in the 
current context of international telecommunications. 

In Vietnam, the explosive development of mobile 
communications and internet has made a violent 
competition between service providers. Thus, there 
exists an increasing demand on a better network 

management. Traffic prediction is thus a key factor for 
that.  

With the idea of considering traffic data stream as 

a predictable time series, statistical procedure can be 

applied to describe the characteristics and forecast that 
traffic data. Analysis on wireless network traffic 

shows that the data series normally contain seasonal 
component and meet volatility problem [1],[2]. 

Seasonal component can be processed by a 
multiplicative seasonal ARIMA model. While a 

GARCH model can be used to deal with the problem 
of volatility in data series. 

Statistical procedure has been used in developing 

forecasting models that have been applied to many 
different areas such as seasonal ARIMA in wireless 

traffic modeling and prediction [1][2][3], tourism 
forecasting [4], air pollution analysis [5], or ARCH in 

load forecasting [6] and seasonal GARCH in internet 
traffic [7]. Those analyses present many successful 

applications of ARIMA in forecasting time series 
data. However, ARIMA can only help presenting the 

conditional mean of the series. With the implicit 
assumption of homoskedasticity, GARCH is 

absolutely efficient in investigating the volatility 
characteristics of time series. Therefore, the 
combination of ARIMA and GARCH is a good choice 
to give a better result in capturing and forecasting 

time series such as wireless traffic data [8 - 10], wind 
speed data [11], crude oil prices data [12], daily equity 

prices [13], or inflation data [14]. 

In this paper, the combination of ARIMA and 

GARCH is applied to mobile traffic in the condition 
of Vietnam, which has never been discussed before. 

Also, the comparison is made to evaluate the 
performance of the achieved ARIMA and 

ARIMA/GARCH models, in term of short-term 
prediction. This kind of time series data analysis is 

done using Eviews, which can be found in references 
[15 - 17]. The paper is organized as follows: Section 

II introduces and analyses EVN traffic to present the 
characteristics of wireless traffic in Vietnam. Section 

III proposes to build a multiplicative seasonal 
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ARIMA/GARCH model to fit and forecast EVN 

traffic. In section IV, the experiment results and 
discussions are presented. And finally, conclusions are 

given in section V. 

II. EVN TRAFFIC 

EVN Telecom is the international transaction name 
of Electricity Telecommunications Company which is 

an independent accounting member that belongs to 
Vietnam Electricity Corporations. EVN Telecom has 

been offering CDMA mobile communication service 
E-Mobile since 2006 March, with the prefix number 

of 096. Then it has official started offering 3G 
services since June 9, 2010 with high quality and 

continuously increasing number of subscribers. EVN 
Telecom is now merged into Viettel Telecom which is 

one of the biggest mobile communication providers in 
Vietnam. Data of mobile traffic used in this study is 

the amount of Erlang exchanged between MSC 
Danang and BSC 1462. The number of E1s between 

the two points is 112, number of channel is 3360 and 

allowed Erlang is 3337.08. 636 hourly data trace is 
used to model and forecast. 

Figure 1 shows the statistical diagram of mobile 

communication traffic (Erlang) between MSCDN and 
BSC 1462 within 27 days, from Saturday, September 

5th to Thursday, October 1st, 2009. This traffic stream 
is in hourly form, from 0:00 a.m. to 11:00 p.m. every 

day. We have totally 636 values, last from 0:00 a.m. 
of September 5th to 11:00 a.m. of October 1st, 2009. 

Within one day (24 hours), the traffic varies 

according to several periods of time, as shown in Fig. 
2. The traffic is low from 0:00 to 4:00 a.m., which is 

the sleeping time. The traffic roughly increases from 
5:00 a.m. to 7:00 a.m., which is the time of waking up 

and starting a working day. From 8:00 a.m. to 11:00 
a.m., which is working or studying time, the traffic 

keeps stable with a little fluctuation. After that, the 
traffic gradually decreases at the relax time ranging 

from 12:00 to 14:00. In the afternoon working time 
which starting from 14:00, the traffic again gradually 

increases until 17:00, which is the time off work or 

study. It is followed by the period of time from 18:00 
and 20:00 (rush hour) that the traffic reaches the top 

of the day. This is the time for going home, parties, 

and relaxing after a stressful working or studying day. 

The traffic trace gradually decreases after that until 
sleeping time 23:00. 
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Figure 1. 27-day hourly traffic trace 
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Figure 2. Hourly traffic trace of September 26th, 2009 

It can be seen that, the characteristic of mobile 

traffic depends so much on the daily habit of people in 
every area in every country. Also, it depends on the 

way of charging by the service providers. This can be 
proved by a brief comparison between the traffic of 

China Mobile in Tianjin and that of EVN in Danang. 
The research in [1] shows that the traffic of China 

Mobile in Tianjin reaches the top of the day in the 
morning, inversely to that of EVN in Danang which 

reaches the top in the evening. The difference is due to 
the habit of Danang people, who prefers to make 

phone calls more in the evening. For mobile 
communication networks in Vietnam, the call 

charging is only cheaper from 10p.m. to 6a.m. 

III. PROPOSE TO BUILD A MULTIPLICATIVE 

SEASONAL ARIMA/GARCH MODEL 

The detail explanations of a multiplicative seasonal 
ARIMA model and a GARCH model can be found in 

references [1][14][18]. Below is the briefly 
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description of a multiplicative seasonal ARIMA 

model which is derived from [1]: 

             t
s

Qqt
D
s

ds
Pp aBBXBB        (1) 

or  t
D
s

d
t XW       (2) 

where, 

         t
s

Qq
s

Ppt aBBBBW    11     (3) 

To build a multiplicative seasonal ARIMA/G-
ARCH model, we first construct a multiplicative 

seasonal ARIMA to present the mean component 
using the past values of the EVN traffic, then 

incorporate a GARCH model to represent its 
volatility. The whole progress is described in the 

flowchart in Fig. 3 and expressed step by step as 
follow: 

Step 1: Using spectrum analysis to determine the 

period s of the traffic trace 

This step is very important to give a consideration 
to a seasonal ARIMA model. If s is found, then we 

can make a decision of a multiplicative seasonal 
ARIMA which is in the form of (p,d,q)x(P,D,Q)s. 

Step 2: Identification of stationary, determine d 

and D 

The second step is also very important in fitting an 

ARIMA model. It is the determination of the order of 
differencing needed to make the series stationary. 

Step 3: Model identification, determining all the 

orders 

Propose to begin with candidate parameter sets that 
have small (p, q), (P, Q) values such as 0, 1, or 2 but 

where p, P and q, Q should not be 0 simultaneously in 
one set. Then, we can select the best (p, q), (P, Q) 

combination according to the known model 
identification such as AIC (Akaike Information 

Criterion) and BIC (Bayesian Information Criterion). 

Step 4: Model estimation 

Estimating all the parameters using approximate 
maximum likelihood parameter estimation methods, 

so that we obtain: 

 

 

Figure 3. Flowchart of building ARIMA/GARCH 
process 

Step 5: Forecast and evaluation 

We use the fitted multiplicative seasonal ARIMA 

models obtained from (3) to forecast the series. 

Step 6: Heteroskedasticity test 

The existence of heteroscedasticity in hourly EVN 

traffic series must be examined before starting to 
estimate the GARCH model.  

Step 7: Model identification and estimation for 

multiplicative seasonal ARIMA/GARCH model 

We now verify the adequacy of AR and MA terms 
of the mean equation by implementing the 

correlogram Q-test, Jarque Bera test and ARCH test 
on the stationary series achieved from Step 2. 

The result of no serial correlation under the 

correlogram Q-test will indicate that we can proceed 
with the estimation of the conditional variance for the 

errors using GARCH. We limit the order of 
GARCH(p, q) to 4, that is we use different orders of p, 

q = 0, 1, 2, 3 and 4, since GARCH is used for short-
term forecasting. Incorporating the stationary series 

achieved from step 2 and the mean equation with AR 
and MA terms achieved from step 3, we estimate a 

GARCH model by finding a significant order 
combination under a specific error distribution (p-

values should all be less than 0.10 level of 
significance and coefficient of the variance equation 

should all be positive). 
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Step 8: Examination of forecast accuracy measures 

Static forecasting on the model is performed to 

show measures of forecast accuracy over the 
estimation period. The model with the smallest 

measure of forecast error will be chosen as the one 
with the most accurate fit of the time series model. 

Then, some more tests will be performed, such as 
correlogram of standardized residuals squared which 

consists of autocorrelation and partial auto-

correlation, test for presenting of conditional hetero-
scedasticity in the data with ARCH-LM test on the 

residuals, standardized residuals.  

Step 9: Evaluation of multiplicative seasonal 
ARIMA/GARCH model performances 

The final step is to evaluate the forecast 

performances by our achieved multiplicative seasonal 
ARIMA/GARCH model. The evaluation includes the 

information criterion, i.e. AIC and SIC values in the 
estimation stage, and forecast performances in the 

forecasting stage. 

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS 

1) Building a multiplicative seasonal ARIMA 
model 

The period s of the traffic trace can be determined 

using spectrum analysis in Matlab. In Fig. 4, there is a 

peak when the Normalized Frequency is about  
(rad/sample), which means the frequency is about 
0.042. At this main frequency, we can get the 

periodicity 1/0.042 = 24. This result presents the 
periodicity of 24 hours or one day and so s = 24. 

In the next step, correlogram is used to clarify 
whether the series needs to be differenced or not. One-

time non-seasonal difference and then one-time non-
seasonal together with one-time seasonal differences 

are performed on the series which show that it needs 
to take the logarithm transformation (EVNLOG) to 

become variance stationary as shown in Fig. 5. The 
ACFs is in a sinusoidal pattern form with the peak at 

lag 24. It implies that the series may be needed to take 
the 24-period seasonal difference (EVNLOGd0D1) to 

achieve the stationary as shown in Fig. 6. Also, the 
ADF test for EVNLOGd0D1 is shown in Fig. 7. 

The unit root test result in Fig. 7 shows that the 

series now becomes stationary so we can further 
search the best ARIMA model. Refer to the equation 

described in (2) we have: 

           tt XW ln1
24

1      (4) 

Where Xt is our series EVN, and Wt is 
EVNLOGd0D1. 
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Figure 4. Periodogram based on hourly traffic trace 
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Figure 5. Logarithm form of EVN traffic series 

(EVNLOG) and its correlogram 



Bả
n q

uy
ền

 th
uộ

c  

Tạ
p c

hí 
CNTT&TT Volume E-3 7(11) 

 

75 

-2.0

-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5

2.0

100 200 300 400 500 600

EVNLOGD0D1

 

 

Figure 6. First order of 24-period seasonal difference 

of EVNLOG (EVNLOGd0D1) and its correlogram 

 

Figure 7. Unit root test of EVNLOGd0D1 

From the correlogram in Fig. 6, we may try to 

estimate with AR(1) MA(1) MA(2) MA(3) and 
SMA(24). The estimation performing by EViews 

shows that the coefficients of MA(2) and MA(3) are 
insignificant, so we may try to drop the MA(2) and 

MA(3) in the model as shown in Fig. 8. 

 

 

Figure 8. Statistics of estimating with AR(1), MA(1) 

and SMA(24) 
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Figure 9. Correlogram of Residuals and Residual 

graph by estimating with AR(1), MA(1) and SMA(24) 

It can be seen in Fig. 8 that the coefficients of 

AR(1), MA(1) and SMA(24) are all significant. Also, 
the AR root is satisfied the invertibility condition. 

Moreover, the residual of this model in Fig. 9 has 
achieved white noise. So this model should be 

reasonable and may be chosen. We can further look at 
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the residual graph in Fig. 9 to see the fitness of the 

model to the series. The fitted line is nearly fitted to 
the actual line, so the model with AR(1), MA(1) and 

SMA(24) can be chosen and be used to forecast the 
future values base on the observation samples. 

The achieved model can be expressed as: ARIMA-
(1,0,1)x(0,1,1)24 which is implemented on the 

logarithm form of the original series. Also, the 
coefficients are: 

EVNLOGD0D1 = 0 + [AR(1)=0.636844024029, 

MA(1)=0.316609103164,SMA(24)=-0.94155323762]   

According to (1), the obtained fitted multiplicative 
seasonal ARIMA model can be expressed detail as: 

         tt aBBXB 24
11

1
241 11ln1        (5) 

 1
1
241

1
24 lnln  tt XX   

           11
24

11  tt aaB             (6) 

 2511
1
24 lnlnln   ttt XXX   

            1
24

11
24

111   tttt aBaBaa            (7) 

    251124 lnlnlnln   tttt XXXX   

         24111   tttt aaaa   

              25111   tt aa        (8) 

2512411 lnlnlnln   tttt XXXX   

                           1111 11  tt aa   

                       2511241   tt aa        (9) 

where, 9416.0,3166.0,6368.0 111    

25324211
ˆlnˆˆlnˆˆlnˆˆln   tttt XXXX          

25324211 ˆˆˆˆˆˆ
  ttt aaa                     (10) 

where, 111
ˆlnlnˆ   ttt XXa , 1ln tX is actual values 

and 1
ˆln tX  is forecast values. 

The forecast of EVN traffic stream using 

multiplicative seasonal ARIMA(1,0,1)x(0,1,1)24 
model is now conducted. EViews provides the one-

step ahead static forecasts which are more accurate 
than the dynamic forecasts. Static forecasting extends 

the forward recursion through the end of the 
estimation sample, allowing for a series of one-step 

ahead forecasts of both the structural model and the 
innovations. When computing static forecasts, 

EViews uses the entire estimation sample to backcast 
the innovations. In Fig. 10, the solid line represents 

the forecast value of hourly EVN traffic and the dotted 

lines which are above or below the forecasted hourly 

EVN traffic stream show the forecast values with ±2 
of standard errors. In Fig. 11, the actual hourly EVN 

traffic stream is plotted using a solid red line while 
blue line represents the forecasted hourly EVN traffic 

stream by ARIMA(1,0,1)x(0,1,1)24. The forecast 
series follow the actual series closely. 
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Forecast: EVNLOGD0D1F
Actual: EVNLOGD0D1
Forecast sample: 1 636
Adjusted sample: 26 636
Included observations: 611

Root Mean Squared Error 0.130919
Mean Absolute Error      0.080128
Mean Abs. Percent Error 281.6309
Theil Inequality Coefficient  0.250261
     Bias Proportion         0.000767
     Variance Proportion  0.033886
     Covariance Proportion  0.965347

 
Figure 10. Static forecast of EVN traffic using 

ARIMA(1,0,1)x(0,1,1)24 model 
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Figure 11. The plot of actual values and forecast 
values by ARIMA(1,0,1)x(0,1,1)24 model 

2) Building a multiplicative seasonal ARIMA/-
GARCH model 

In the next part, the existence of heteroscedasticity 
in hourly EVN traffic series is examined before 

starting to estimate the GARCH model. ARCH-LM 
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Test and Diagnostic Checking for Residuals Squared 

in EViews show that hourly EVN traffic data used in 
this study contains volatility periods. Thus, it is 

suitable to apply heteroscedasticity where conditional 
variance is not constant throughout the time trend. 

The GARCH model is tested using the stationary 
first order seasonal difference series EVNLOGd0D1. 

To generate parameter estimates for the GARCH 
model, the adequacy of AR(1), MA(1) and SMA(24) 

terms of the mean equation are first verified. The 

correlogram Q-test, Jarque Bera test and ARCH test 
are used to test the residuals.  

The correlogram Q-test in Fig. 9 indicates that 

there is no serial correlation on the residuals since the 
autocorrelations and partial autocorrelations are 

approximately equal to zero. Also, the first p-value of 
0.479, which is testing the null hypothesis that 

correlations of residuals from lags 1 to 4 are all zero, 
is larger than 10%. Thus, Ho is not rejected and these 

correlations are concluded to be all zero.  

On the other hand, the Jarque-Bera test in Figure 
12 suggests non-normality since the statistic is large, 

and slight positive skewness on the residuals. Lastly, 
the output on the ARCH test signifies to reject the null 

hypothesis that there is no ARCH up to order q in the 
residuals because of the insignificant squared residual 

term. 

The result of no serial correlation under the 

correlogram Q-test, using the AR(1), MA(1) and 
SMA(24) terms for the mean equation, indicates that 

the estimation of the conditional variance for the 
errors using GARCH can be implemented. The order 

of GARCH(p, q) is limited to 4, i.e. p and q=0,1,2,3 
and 4, since GARCH is used for short-term 
forecasting. 

Incorporating the stationary series EVNLOGd0D1 
and the mean equation with terms AR(1), MA(1) and 

SMA(24), a GARCH model is now estimated by 
finding a significant order combination under a 

specific error distribution (p-values should all be less 
than .10 level of significance and coefficient of the 

variance equation should all be positive). After testing 
different orders of p and q, it is found that the 

significant orders at the 10% level includes 

GARCH(1,0) and GARCH(1,1) assuming the error 
distributions of Normal Distribution, Student’s t, 

Generalized Error Distribution and Generalized Error 
Distribution (GED) with fixed parameter (f.p.) r = 1.5 

(default value). 
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Figure 12. Jarque-Bera test for 
ARIMA(1,0,1)x(0,1,1)24 model 

It is now needed to validate the goodness of fit of 
GARCH(1,0) and GARCH(1,1) models assuming 

normal, Student’s t, GED and GED with fixed 

parameter r = 1.5 distributions for the error terms by 
performing static forecasting on the models to show 

measures of forecast accuracy over the estimation 
period. In terms of RMSE and MAE, GARCH(1,1) 

assuming GED formulates the model with the smallest 
measure of forecast error, so this is the one with the 

most accurate fit of the time series model. MAE 
indicates that the average difference between the 

forecast and the observed value of the model is 
0.080042, while RMSE and MAPE are 0.131390 and 

276.0843, respectively. 

Incorporating the most adequate choice for the 

volatility model, the forecast for the mean and error 
variance of the EVN traffic is implemented and 

presented in Fig. 13 using the in-sample observations 
under static forecasting. The figure implies that 

volatile values are evident during the values between 
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about 280 to 290 and 480 to 490. This is evident in the 

wide confidence intervals on the GARCH model 
under the forecast of mean. For the other values, 

however, a stable and predictable traffic can be 
recognized, as shown in the low values of the forecast 

of error variance.  

 

Figure 13. Forecast for the Mean and Error Variance 

of EVN traffic 

Furthermore, some other test results can be 
included to make our decision more convincing. The 

first one is the correlogram of standardized residuals 
squared which consists of autocorrelation and partial 

autocorrelation. In Fig. 14, ACF and PACF of 
residuals are approximately zero. The insignificant 
Ljung-Box Q-statistic also provides the same evidence 
with p-value that GARCH(1,1) model is adequate. So 

we again can conclude that the model is adequate. The 
second one is a test for the present of conditional 

heteroscedasticity in the data with ARCH-LM test on 
the residuals as tabulated in Fig. 15. There is 

computed one lag difference from the residuals 

squared in the ARCH-LM test. The ARCH-LM for 
one lag difference of residuals squared is 0.2134 

under X2(1). But, the null hypothesis is not rejected 

since the p-value is 0.6447 where it has greater than 
5% of significance level. On the other hand, F-statistic 

the test is 0.2129 also not rejected the null hypothesis 
at the same condition. The ARCH-LM test on the 

residuals of this model indicates that the conditional 
heteroscedasticity is no longer present in the data. 

 

Figure 14. Correlogram of standardized residuals 
squared for ARIMA(1,0,1)x(0,1,1)24/GARCH(1,1) 

model 

 

Figure 15. ARCH-LM test for 

ARIMA(1,0,1)x(0,1,1)24/GARCH(1,1) model 

Next, the standardized residuals for ARIMA-
(1,0,1)x(0,1,1)24/GARCH(1,1) model is plotted as 

shown in Fig. 16. A band of lines are joined together 
around mean zero with little spikes throughout the 

time series. The plot can be observed to have a 
uniform mean and a unity variance. Finally, the actual 

and forecast hourly EVN traffic value by 
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ARIMA(1,0,1)x(0,1,1)24/GARCH(1,1) model are 

plotted as shown in Fig. 17. The trend of forecast 
values follows the actual EVN traffic values closely. 
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Figure 16. Standardized residuals graph for 

ARIMA(1,0,1)x(0,1,1)24/GARCH(1,1) model 
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Figure 17. The plot of actual values against forecast 
values by ARIMA(1,0,1)x(0,1,1)24/GARCH(1,1) model 

3) Evaluation of the achieved multiplicative 

seasonal ARIMA and ARIMA/GARCH models 

The achieved results can be used to evaluate the 

ARIMA(1,0,1)x(0,1,1)24 and ARIMA(1,0,1)x(0,1,1)24/-
GARCH(1,1) models in terms of their AIC and SIC 

values in the estimation stage, and forecast 
performances in the forecasting stage. 

a.  Information Criterion for ARIMA(1,0,1)x(0,1,1)24 

and ARIMA(1,0,1)x(0,1,1)24/GARCH(1,1) Models 

In the model estimation step, the AIC and SIC 
values from ARIMA(1,0,1)x(0,1,1)24 and ARIMA-

(1,0,1)x(0,1,1)24/GARCH(1,1) models are calculated 

to investigate which model is a better one for hourly 
EVN traffic values. In this context, the model with 

smaller AIC and SIC values are concluded to be the 
better estimation model. Table 1 tabulates the AIC 

and SIC values obtained from equation estimation of 
both ARIMA(1,0,1)x(0,1,1)24 and ARIMA(1,0,1)x-

(0,1,1)24/GARCH(1,1) models using EViews. It can 
be seen that both the AIC and SIC values from 

ARIMA(1,0,1)x(0,1,1)24/GARCH(1,1) model are 

smaller than those from ARIMA(1,0,1)x(0,1,1)24 

model. This leads to the conclusion that ARIMA-

(1,0,1)x(0,1,1)24/GARCH(1,1) is a better model than 
ARIMA(1,0,1)x(0,1,1)24 for estimating hourly EVN 

traffic values. 

Table 1. Information criterion for 

ARIMA(1,0,1)x(0,1,1)24 and 
ARIMA(1,0,1)x(0,1,1)24/GARCH(1,1) models 

Model AIC SIC 

 
ARIMA(1,0,1)x(0,1,1)24 

 
-1.2187 

 
-1.1970 

ARIMA(1,0,1)x(0,1,1)24/GARCH(1,1) 

 
-1.9226 -1.8721 

b. Forecasting Performances of ARIMA(1,0,1)-

x(0,1,1)24 and ARIMA(1,0,1)x(0,1,1)24/GARCH-
(1,1) Models 

Table 2. Forecasting performances of 

ARIMA(1,0,1)x(0,1,1)24 and ARIMA(1,0,1)x-
(0,1,1)24/GARCH(1,1) models 

Forecast 

Performance 
ARIMA 

ARIMA/ 

GARCH 

RMSE 0.130919 0.131390 
MAE 0.080128 0.080042 

MAPE 281.6309 276.0843 

Theil-U 0.250261 0.253228 

MSFE 

Bias 
Proportion 

0.000767 0.000848 

Variance 

Proportion 
0.033886 0.046625 

Covariance 
Proportion 

0.965347 0.952527 

In the forecasting stage, RMSE, MAE, MAPE, 
Theil-U and MSFE values of ARIMA(1,0,1)x(0,1,1)24 

and ARIMA(1,0,1)x(0,1,1)24/GARCH(1,1) models are 
calculated as shown in Table 2. If the actual values 

and forecast values are closer to each other, a small 
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forecast error will be obtained. Thus, smaller RMSE, 

MAE, MAPE, Theil-U and MSFE values are 
preferred. 

V. CONCLUSIONS 

Our study figures out that the mobile 

communication traffic in the condition of Vietnam has 
its own characteristics and can be captured as well as 

forecasted by using statistical models. In this case, 
ARIMA(1,0,1)x(0,1,1)24 shows a good result when 

applied to describe and forecast EVN traffic. 
Concurrently, a GARCH model, which is normally 

used in dealing with the volatility clustering in the 
data series, was also constructed basing on the 

estimated ARIMA model to create a ARIMA(1,0,1)x-
(0,1,1)24/GARCH(1,1) model. The performance of the 

two models is evaluated based on some estimation 
criterions and forecasting errors. In term of estimation 

criterions, ARIMA(1,0,1)x(0,1,1)24/GARCH(1,1) is 
better than ARIMA(1,0,1)x(0,1,1)24 in estimating 

hourly EVN traffic values. However, not all 

forecasting errors by ARIMA(1,0,1)x(0,1,1)24/-
GARCH(1,1) model are smaller than those by 

ARIMA(1,0,1)x(0,1,1)24 which means that volatility 
does exist in EVN traffic, but has an insignificant 
influence to the forecasting result. Therefore, in short-
term prediction, ARIMA(1,0,1)x(0,1,1)24 is also a 

good choice to describe and forecast EVN traffic.  
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