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Abstract: Sparse Wireless Sensor Networks using several mobile nodes and a small number of static sensor nodes have been widely used for many applications, especially for traffic-generated pollution monitoring. This paper proposes a method for data collection and forwarding using Mobile Elements (MEs), which are moving on predefined trajectories in contrast to previous works that use a mixture of MEs and static nodes. In our method, MEs can be used as data collector as well as dynamic bridges for data transfer. We design the trajectories in such a way, that they completely cover the deployed area and data will be gradually forwarded from outermost trajectories to the center whenever a pair of MEs contacts each other on an overlapping road distance of respective trajectories. The method is based on direction-oriented level and weight assignment. We analyze the contact opportunity for data exchange while MEs move. The method has been successfully tested for traffic pollution monitoring in an urban area.
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I. INTRODUCTION

In recent years, Wireless Sensor networks (WSNs) have been widely used for many environmental applications, especially for traffic-generated air pollution monitoring [1,2,3,4,5]. Typical examples of WSN applications for pollution monitoring are DaSense [2,6], RescueTame [3], PermaSense [4], OpenSense [5]. In such applications, a WSN is composed of a large number of battery-powered tiny devices (i.e. nodes) equipped with onboard sensors to collect environment data and transmit them to the monitoring center. Nodes can communicate with each other through their low-rate (10-100 kbps) and short-range (usually less than 100m) wireless interfaces. Typical WSN nodes use IEEE 802.15.4 standard (ZigBee) [7]. The transmission can be either one-hop from a WSN node to a sink node, i.e. the base station, or multi-hop using several WSN nodes [8].

Most of the traditional WSNs consist of static nodes which are densely deployed over a sensing area and mobility is not considered as an option [9]. Such "dense" WSNs are not effective to cover a wide environment area. Although we use a large number of sensors, coverage holes (uncovered zones) remain present. This problem may overcome by increasing the number of static nodes (i.e. make a dense WSN) or increasing the sensitivity of the sensors (i.e. increasing the sensing range). Both solutions are not suitable due to a higher cost and excessive radio interference [10]. A "sparse" WSN would have fewer nodes in the field of interest. Dense WSNs are used in situations, where it is very important to monitor every event using multiple sensors. Sparse WSNs may be used with regard to the low implementation cost and when we want to cover a large area with a small number of sensors. In sparse WSNs, nodes may be out of radio range of others. This kind of partitioned sensor networks is called "disconnected" networks, which are very common in practice, e.g. in traffic-generated pollution and wide area environment monitoring. Many applications require spreading the monitoring network over a relative large area. It is usually not possible to use a large number of nodes to cover the area and the radio range of each node is not sufficient to assure a fully and permanently connected network. Actually, coverage is one of the most attractive research problems in such WSNs [10]. On the other hand, intermittent connectivity is a challenging issue for data collection in disconnected WSNs [11,12].

Recently, several WSN architectures based on
mobility have been proposed in order to improve performance of traditional WSNs [9,10,13,14,15,16,17,18]. A number of mobile sensor nodes are usually used in such sparse WSNs together with a limited number of static sensor nodes. Mobility is useful for sparse WSNs, in which special Mobile Elements (MEs) are moving in the area to collect data from fixed sensor nodes. Fixed (static) nodes build up disconnected WSNs using multiple isolated groups separately and MEs are used as a compliment for fixed WSN nodes. MEs visit static nodes from time to time in order to collect data from them. MEs may be Mobile Data Collector (MDCs) [19], or Data MULEs [20], or Mobile Relays (MRs) [21]. Mobility of MEs can be either controlled or uncontrolled, and MEs may have deterministic or completely random mobility patterns. When mobility is uncontrolled, sensor nodes can only conform to the way the MEs move throughout the network. Otherwise, when mobility is controlled, the ME movements can be designed so as to achieve specific goals (see survey in [9,10,14,17]).

However, mobility in WSNs brings significant challenges, which do not arise in static WSNs. The network becomes highly dynamic, and the topology is thus more unstable, even unpredictable. In such WSNs, the presence of a "continuous" path between nodes is not expected. Communication is only possible, when the nodes are in the transmission range of each other. This is what typically is called as "opportunistic" communications [22,23,24], which means the mobile nodes only have opportunistic contact during their movement. Such contact may not be frequent. Thus, data collected from isolated nodes should be temporarily stored in the local memory of sensors, and then forwarded to the center relying on opportunistic contact between the nodes, which is occasional. The lack of continuous connectivity gives motivation for Delay Tolerant Networks (DTN), which uses store and forward approach.

Using mobility, several critical issues need to be addressed in WSNs including: coverage, connectivity, motion control (mobility control), contact detection, routing, reliable data transfer, data collection, data transfer (forwarding). These issues have been extensively studied in recent works (see survey in [9,10,16,17,25,26,27,28]).

This paper presents our solution for data collection and forwarding in sparse WSNs using MEs as dynamic bridges. Contrary to previous works, we focus the coverage on traffic-generated pollution areas, i.e. only on the main streets of a city similar to the model in our previous work [29]. The coverage is interpreted as how well a WSN could monitor a field of interest. Similar to the approach in [28], we consider a transport network using a small number of mobile sensor nodes. The design of node movement strategy for MEs needs to address the issue: where to move and how to efficient move MEs so that the desired monitoring coverage can be achieved. Typical solutions proposed installing mobile nodes on top of public transport vehicles (e.g. trains, trams, buses) that regularly traverse the city and release collected data whenever they meet the base station (i.e. the monitoring center) [2,5,6,28].

In this paper, we propose a more general approach using predefined trajectories, which have overlapping road distances. Our MEs will move on these trajectories and act as sensor nodes, as data collectors for other MEs, as well as dynamic bridges for intermediate data transfer. The data forwarding is based on a flexible level assignment to MEs and is following the principle: forwarding from MEs with higher levels on outermost trajectories to MEs with lower levels on inner trajectories. The level of each ME is frequently adapted. This method allows a controllable hop-by-hop routing and forwarding in contrast to pre-defined routing and forwarding in previous works. Moreover, we address the issue of intermittent connectivity using an opportunistic contact analysis. To the best of our knowledge, this is the first work addressing the contact opportunity of MEs for mobile WSNs. Using the proposed method, we developed a protocol for collecting and forwarding data in a mobile WSN for traffic pollution monitoring. That are the contributions of this paper.

The rest of this paper is organized as follows. Section II presents related works. Section III gives an overview of our method. Section IV presents an opportunistic contact analysis. Section V describes our proposed protocol. Section VI presents a case study deployment. Finally, Section VII concludes the paper.
II. RELATED WORKS

In this section, we present related works regarding coverage, connectivity, motion control or mobility control, contact detection, routing, data collection, and data forwarding.

The problem of area coverage with sensors is often considered in past works (see survey in [25]). Most of traditional WSNs use deterministic placement of static sensor nodes, which are densely deployed over the sensing area [9]. However, this approach still has problem of coverage holes (uncovered zones) due to the occurrence of node failures. As mobility has been introduced to WSNs, a dense WSN architecture may not be a requirement [9]. Sparse WSNs using mobile nodes and a small number of static nodes become a feasible option, which makes the coverage problem more complex. MEs move throughout the WSN to collect data coming from all static nodes. Since MEs can visit different regions in the networks, the coverage may be improved. Motion planning for MEs may help to achieve better area coverage either using random or fixed routes [10]. Different node movement strategies may apply in order to maximize the coverage. Mobile nodes may adjust their positions after initial deployment in order to reduce the coverage holes [30]. Other works proposed to identify coverage holes and to compute the desired positions where sensors should move so as to improve the coverage [10,25,27,31]. Recently, a path planning algorithm has been proposed that allows mobile nodes to autonomously navigate through the field for improving the area coverage [27]. As alternative, our method uses pre-defined trajectories for moving MEs in order to cover the desired area [29,32]. From the viewpoint of traffic-generated pollution, only main streets are of interest for the coverage. A similar approach can be found in [28].

Coverage and connectivity are closely related issues. Connectivity implies that the communication range of the sensors is at least twice that of the sensing range [10]. Several protocols attempt to combine coverage and connectivity as described in [10,16,17,25,26]. These protocols are very similar in their nature to address the same problem. Our work is motivated by the concept proposed in [2,29].

Mobility may be either controlled or uncontrolled. Mobility can be characterized by means of trajectory, i.e. the path, on which a ME would move. Trajectory control (or motion control) may be static or dynamic. Static trajectory control refers to a path which does not change over time. On the other hand, dynamic trajectory control refers to change of trajectory of the ME on-the-fly. For total accessible sensor fields, many works focused on the development of moving trajectories of MEs [9,14,16,17]. However, sensor fields are only partly accessible and reachable trajectories are limited in most scenarios. Thus, the motion of MEs needs to be controlled with respect to the path and sojourn time of MEs in order to improve the performance. In order to dispatch MEs, special routes for MEs around the deployed area are usually pre-defined.

In opportunistic communication, the connectivity is only intermittent when nodes are in range. Timely ME discovery and contact detection is critical in order to effectively exploit the short contact time for data exchange and forwarding. Several works have investigated the issue of opportunistic contact between MEs [8,9,12,23,24]. Such contact may not be frequent and contact time is unpredictable in mobile WSNs [12]. It is necessary to detect the presence of neighbor nodes correctly and efficiently. This is true when the duration of contact is short [9]. Therefore, we propose in this paper predefined trajectories, which have overlapping road distances in order to increase the contact opportunity. By this design, we can derive a opportunistic contact analysis as described later in Section V. To our best knowledge, this paper is the first work addressing the contact opportunity.

Routing is only possible when a ME is in contact with another. In fact, routing in WSNs can be considered as the process of data forwarding toward another node, i.e. the selection of the path to the next destination [9]. This process consists of three phases: discovery, routing and data forwarding. Due to the intermittent connectivity, it is not always possible to determine the end-to-end route at the time of data delivery. Routing and forwarding are not possible in the classical way. In contrast, routing and forwarding will be better performed "on-the-fly", while messages are being forwarded. Hop-by-hop routing and
forwarding are desirable. Until now, a number of research works addressed the issue of routing in WSNs [9,12,16,17,18,28,33]. Three main categories of routing/forwarding are described in [16] including: data centric, hierarchical and position-based schemes. New schemes has been proposed for disconnected WSNs [33] including hybrid protocols and cooperative routing protocols. Several author proposed to combine opportunistic routing and data gathering in one scheme [9]. Other emergent protocols are route planning method [28], Data MULE routing scheme [33], SNIP [23]. In general, there are two main concepts of routing/forwarding protocols for WSNs. Firstly since topological information is unreliable, routing should exploit local information to build routes. Secondly, any communication opportunity should be exploited for carrying messages closer to the eventual destination. Suitable control strategy for forwarding is seeking to exploit any communication opportunity in order to carry measured data to the next destination closer to the monitoring center. In this paper, we consider routing as hop-by-hop forwarding similar to previous works. However, contrary to other works, forwarding direction from one ME to the other one is depending on level assignment, as we describe in the next section.

Data collection and data forwarding are essential functions of WSNs. In a sparse WSN, special mobile data collectors (MDCs) are used to gather data from ordinary sensor nodes [9,34,35]. MDCs can be either mobile sinks or mobile relays. Another types of MEs are Mobile Relays (MRs) [9,34,35], which are support nodes to gather data from sensor nodes, store them and forward them to sinks or base stations. MR-based data collection in WSNs has been proposed in the data-MULE system [20]. Data-MULE consists of a three-tier architecture, where the middle tier is represented by relays, called Mobile Ubiquitous LAN Extensions (MULEs) [9]. The MULE collects data from other nodes and moves to a different location, eventually the base station. One of the most well-known approaches is given by the message ferrying scheme (see [9] for reference). Similar approaches have also been used in the context of opportunistic networks (see [9,11,12,15,16,17,22,34,35]). Fixed nodes build up disconnected WSNs using multiple isolated groups separately. MEs visit them from time to time in order to collect data.

Recently, some approaches rely on the concept of mobile peers [9,17,36]. Mobile peers have been used in ZebraNet for wildlife tracking [36], where MEs move on random routes. Mobile peers can be both originator and relays of messages in the network, thus, they can transfer their own data as well as those gathered from other peers while moving in the sensing area [9]. The network with mobile peers is homogeneous. These approaches still received little attention in the literature and is the focus of our paper. In another aspect, approaches using MEs introduce an increased latency for data transfer. Nevertheless, many applications including traffic pollution monitoring do not require a huge data volume on a day, thus, the latency is acceptable in such delay-tolerant scenarios.

III. METHOD OVERVIEW

In this section, we present our new method called MBALA (Mobile Bridge using Adaptive Level Assignment) for data forwarding using Mobile Elements (MEs) as dynamic bridge in sparse WSNs. Our MEs act as mobile peers as described in the previous section. However, contrary to previous works, our method uses pre-defined trajectories for moving MEs on the main streets in order to collect traffic-generated pollution data. This approach simplifies the issue of coverage and motion control. Our MEs will move on pre-defined trajectories and act as data collectors as well as dynamic bridges for intermediate data forwarding to other MEs. For data forwarding, we propose a flexible mechanism using level assignment in contrast to fixed forwarding direction in previous works. The level of each ME is frequently adapted, in order to determine the forwarding direction. Data forwarding is center-oriented, i.e. forwarding from MEs with higher levels on outermost trajectories to MEs with lower levels on inner trajectories until the data reaches the center. Using this method, we could provide a certain level on contact opportunity for MEs as indicated in the next section. In the next paragraph, we describe the proposed method in details.
We consider a sparse WSN consisting of only Mobile Elements (MEs). The deployed area is divided by $N$ trajectories for moving MEs. We design the trajectories to completely cover the deployed area and there is at least one trajectory, where MEs can see the base-station. In addition, any two trajectories should have at least one overlapping road distance in order to effectively exploit the contact time for possible intermittent data exchange. While MEs are moving on these predefined trajectories, they will gather data as a sensor node, collect measured data from other MEs they meet, and act as dynamic bridges for intermediate data transfer in the direction of the base-station. Each ME will be assigned a S-Level (Status Level) and a S-Weight, which are frequently updated whenever it meets another ME in its coverage. The S-Level is used to orient the hop-by-hop transfer of collected data to the other ME (or the base-station). In this sense, MEs will have dynamic S-levels, i.e. different S-levels while they move on their trajectories. The data forwarding is base-station oriented based on the S-levels of MEs. Collected data will be gradually forwarded from MEs with higher S-levels on outermost trajectories to MEs with lower S-levels on inner trajectories, until they reach the center. If a node sees many nodes having the same S-level, it then sends data to the node with higher S-Weight.

The S-Level of each ME is determined as follows. If a ME moves on a trajectory in the base-station's coverage, its S-Level is equal 1. If a ME is in the coverage of another, its S-Level is equal to the S-Level of the ME it meets plus 1. If a ME meets many MEs, its S-Level is equal the smallest S-Level of the MEs it meets plus 1. MEs will frequently update their S-Levels trending towards level improvement (lower S-Level, level decreases as the ME closes to the center, S-Level=1 is the closest to the center).

The S-Weight of each ME is determined as follows. Initial value of S-Weight is $K$, where $K$ is a sufficiently large number. If a ME successfully sent data to another ME or the base-station, its S-Weight increases by $K$. If a sensor successfully receives data from another sensor, its S-Weight decreases by 1. Since the S-Weight of each ME will be decreased by one (1) after each time it received data, if a ME can only receive (not send), the S-Weight will be negative at some time. If the S-Weight becomes negative ($<0$), the S-Level of this ME needs to be reset to the S-Level from beginning. This is the flexibility of the proposed method, helps to change the S-Level of a ME, when it does not perform his duty as a bridge for receiving and forwarding data, since negative S-Weight means that this ME was not able to forward data, but only received data after a long time (depending on $K$). This level change can lead to find out a new path towards the center, if the old path is no longer available due to breakdown (e.g. a ME on the path is faulty).

Figure 1 shows an example of the presented method. Assume that there are five trajectories $T_1$ to $T_5$, and five MEs, namely $ME_1$...$ME_5$ moving on them, respectively. The base-station (BS) is in the coverage of $T_1$ and $T_2$.

**Figure 1. Example for adaptive S-Level changing**

$ME_1$ and $ME_3$ have the opportunity to see the BS at some time, so that their S-Levels are updated by $L_1=L_3=2$. By moving around their trajectories, the S-Levels of corresponding MEs are updated as follows.

- If $ME_3$ sees $ME_1$ then $L_3 = L_1 + 1 = 2$
- If $ME_5$ sees $ME_2$ then $L_5 = L_2 + 1 = 2$
- If $ME_4$ sees $ME_3$ or $ME_5$ then $L_4 = L_3 + 1 = 3$ or $L_4=L_5+1=3$, respectively.

Based on this S-Level assignment, the data forwarding from $ME_4$ to the BS can be in one of the following paths: $ME_4$→$ME_3$→$ME_1$→BS or $ME_4$→$ME_3$→$ME_2$→BS. If $ME_1$ is faulty, $ME_3$ could not forward data to $ME_1$, thus it could only receive data from $ME_4$. In this case, its S-Weight is decreased by one ($W_3=W_3−1$) whenever it receives a packet.
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successfully. Its S-Weight is continuously decreased after each successful receiving until the S-Weight reaches negative. If \( W_i < 0 \), \( ME_i \) is reset and its S-Level is re-initialized by -1. Its S-Level requires to be updated. When \( ME_i \) sees \( ME_j \), its S-Level is updated based on the S-Level of \( ME_j \): \( L_i = L_i + 1 \). From now, \( ME_i \) does not receive data from \( ME_j \), but it will forward data to \( ME_j \) in order to seek other way to the BS. The new forwarding path is: \( ME_i \rightarrow ME_j \rightarrow ME_j \rightarrow ME_2 \rightarrow BS \).

**IV. CONTACT OPPORTUNITY ANALYSIS**

Obviously, the opportunistic communication between any two \( ME_s \) is only possible when the \( ME_s \) are in the transmission range of each other. This opportunity depends mainly on the design of trajectories, the mobility control of \( ME_s \) and the forwarding mechanism. The trajectories should be designed in such a way, that \( ME_s \) can get typical values from the area, the contact possibility is as high as possible, and the contact time should be as much as possible. For mobility control, \( ME_s \) should consider the path and speed (or sojourn time) in order to improve the reliable data transfer. A suitable forwarding mechanism needs to be investigated in order to transmit measured data gradually towards the base-station.

**Table 1. Notations**

<table>
<thead>
<tr>
<th>( AB )</th>
<th>The overlapping distance of two trajectories with ( d ) (meter)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R )</td>
<td>The coverage diameter of each ( ME ) in meter</td>
</tr>
<tr>
<td>( a )</td>
<td>The length of the smaller trajectory 1</td>
</tr>
<tr>
<td>( ka + b )</td>
<td>The length of the larger trajectory 2</td>
</tr>
<tr>
<td>( \nu )</td>
<td>The average velocity of ( ME_1 ) and ( ME_2 )</td>
</tr>
<tr>
<td>( [x] )</td>
<td>The integer part of ( x )</td>
</tr>
</tbody>
</table>

As mentioned, mobility introduces additional challenges for data collection and transfer. The data exchange can only happen, if any two \( ME_s \) can meet each other and have enough contact time for data transfer. Contact opportunity of \( ME_s \) is one of the essential issues we have to solve in our method. This opportunity is depending on the design of trajectories, the overlapping distance, the velocity, the radio coverage and the moving direction of \( ME_s \). In fact, the connectivity may be only intermittent, when \( ME_s \) in the radio coverage of each other. In this Section, we investigate the issue of trajectory design and analyze the contact opportunity of \( ME_s \). This analysis will prove the feasibility of our method.

Without loss of generality, we investigate the case with two any adjacent trajectories using two scenarios as follows:

**i)** Two \( ME_s \) are moving in the same direction;

**ii)** Two \( ME_s \) are moving in the reverse direction.

Intuitively, we can deduce that \( k = 1 \) and \( b < a \), i.e. \( b \in (0, a) \). We consider the following major problems: the necessary condition for contact of any two \( ME_s \), the contact probability and the forwarding probability within a given time, contact time of meetings. Here, we consider the general situation, where each of \( ME_s \) does not have any information on the position of other one.

**A. Determination of contact opportunity**

**i) Case 1: MEs are moving in the same direction on \( AB \)**

Without loss of generality, we assume that \( ME_1 \) is at the position \( A \) and \( ME_2 \) is at the position \( M \) at time \( t_0 \). The distance between \( M \) and \( A \) is \( l \) in the motion direction of \( ME_2 \) (Fig. 2), where \( l \in (0, a) \). If \( l > a \), we can proceed \( ME_1 \) in one round more to get \( l \leq a \).

![Figure 2. Two MEs are in the same direction on AB](image)

Therefore, \( ME_1 \) will be at the position \( A \) at each time \( t_{01}(n) \), as follows:

\[
t_{01}(n) = t_0 + n \frac{a}{\nu}
\]

Where \( n \) is the number of rounds \( ME_1 \) should move on \( a \), in order to contact \( ME_2 \). Accordingly, \( ME_2 \) will be at position \( A \) at every time \( t_{02}(m) \):

\[
t_{02}(m) = t_0 + \frac{l}{\nu} + m \frac{(ka + b)}{\nu}
\]

**Remark:** For each real number \( l \in (0, a) \), the
necessary condition that two MEs can contact with each other and transfer data from one to the other is as follows:

\[ \exists m,n: | t_{act}(n) - t_{act}(m) | \leq R / v \]

\[ \Leftrightarrow na - m(ka + b) - R \leq l \leq na - m(ka + b) + R \quad (1) \]

\[ \Leftrightarrow n - m(k + b/a) - R/a \leq l/a \leq n - m(k + b/a) + R/a \quad (2) \]

**Remark:** If two MEs meet each other with same speed, the constant contact time of them is:

\[ t_{cont} = (d + 2R) / v \quad (3) \]

**Remark:** From Table 2, if \( l \in [4714, 4854] \cup [5351, a] \), then two MEs can contact to each other.

Table 2. Test case for \( a=5421m, ka+b=6058m, d=886m, R=70m \) for MEs in the same direction on AB

<table>
<thead>
<tr>
<th>Test case: ( a=5421m, ka+b=6058m, k=1, b=637m, d=886m, R=70m )</th>
<th>( n )</th>
<th>( m )</th>
<th>( na-m(ka+b)-R )</th>
<th>( na-m(ka+b)+R )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>5351</td>
<td>5491</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>4714</td>
<td>4854</td>
<td></td>
</tr>
</tbody>
</table>

2) **Case 2:** MEs are moving in the reverse direction on AB

![Figure 3. Two MEs are in the reverse direction on AB](image)

Without loss of generality we assume that \( P \) is the position of ME\(_1\), and \( N \) is the position of ME\(_2\) at time \( t_0 \), where \( P \) is the middle point of distance \( d \). ME\(_1\) will be at position \( P \) at each time \( t_{act}(n) \) as follows:

\[ t_{act}(n) = t_0 + n a / v \]

The distance between \( N \) and \( P \) is \( l \) in the motion direction of ME\(_2\) (Fig.3), where \( l \in [0,a] \). If \( l > a \), we can proceed ME\(_1\) another round to get \( l \leq a \).

Consider the position \( A_1 \) of ME\(_2\), where \( A_1 \in (A,N) \) and \( A_1 \) has a distance \( (d/2+R) \) to \( A \). Accordingly, consider the position \( B_1 \) of ME\(_2\), where \( B_1 \) of has a distance \( (d/2 + R) \) to \( B \). \( A_1 \) and \( B_1 \) are the positions, where ME\(_2\) can meet ME\(_1\). ME\(_2\) moves from \( N \) to \( A_1 \) during the time.

\[ (l - (d + R)) / v \]

ME\(_2\) will be at position \( A_1 \) at each time \( t_{act}(m) \):

\[ t_{act}(m) = t_0 + (l - (d + R)) / v + m(ka + b) / v \]

**Remark:** For each real number \( l \in [0,a] \), the necessary condition that two MEs can contact with each other and transfer data from one to the other is as follows:

\[ \exists m,n: | t_{act}(m) - t_{act}(n) | \leq 2(d+R) / v \]

\[ \Leftrightarrow na - m(ka + b) \leq l \leq na - m(ka + b) + 2(d+R) \quad (4) \]

\[ \Leftrightarrow n - m(k + b/a) - R/a \leq l/a \leq n - m(k + b/a) + 2(d+R) / a \quad (5) \]

Let we denote \( X \) and \( Y \) as follows:

\[ X = n - m (k + b/a) \]

\[ Y = n-a (k + b/a) + 2(d + R) / a \]

we have:

\[ Y = 2(d + R) / a \]

**Remark:** If ME\(_1\) and ME\(_2\) move in reserve direction, the necessary condition for that they meets each other is: \( l \in [0,d+R] \) and \( l/a \in [0,1] \). The contact time of two MEs will be:

\[ R / v \leq t_{cont} \leq 2 R / v \quad (6) \]

Table 3. Test case for \( a=5421m, k*a+b=6058m, d=886m, R=70m \) for MEs in reverse direction on AB

<table>
<thead>
<tr>
<th>Test case: ( a=5421m, ka+b=6058m, k=1, b=637m, d=886m, R=70m )</th>
<th>( n )</th>
<th>( m )</th>
<th>( na-m(ka+b) )</th>
<th>( na-m(ka+b)+2(d+R) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>4784</td>
<td>6696</td>
<td></td>
</tr>
</tbody>
</table>

**Remark:** if \( l \in [4784,a] \) then two MEs can contact to each other.

B. **Contact probability**

**Remark:** If we randomly choose a real number \( l \in [0,a] \), the probability that \( l \in [c1, c2] \subset [0, a] \) is \( (c2 - c1) / a \).

1) **Case 1:** MEs are moving in the same direction on AB

For each \( l \in [0,a] \), two MEs will meet each other only if there exist two positive integers \( m \) and \( n \) that satisfy the inequality (2), i.e.:
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\[ n - m(k + b/a) - R/a \leq l/a \leq n - m(k + b/a) + R/a \]

Since \( l/a \in [0, 1] \), we can have:

\[ n - m(k + b/a) - R/a \leq l/a \leq n - m(k + b/a) + R/a \]

\( \Rightarrow n \leq m(k + b/a) + l + R/a \)

\( \Rightarrow n < m(k + 1) + l + R/a \)

Because \( R/a < 1 \) (in reality \( R << a \)), we have:

\[ n \leq m(k + 1) + 1 \]

\[ \Rightarrow n < m(k + 1) + 1 \]

According to the assumption in 1.1 (Fig.2), we consider two sub-cases as follows.

**Sub-case 1:** For \( l \in [0, R] \), the distance between two MEs is less than or equal to \( R \). Thus, two MEs can always contact to each other whenever the minimum contact time is \( R/v \). No condition is needed on \( m \) or \( n \) for the contact probability of two MEs in this case. The probability for contact of two MEs can be estimated by the following:

\[ P(\text{contact}) \geq R/a \]

**Sub-case 2:** For \( l \in (R, a] \), two MEs will meet each other only if there exist two positive integers \( m \) and \( n \) that satisfy the inequality (5), i.e.:

\[ na - m(ka + b) - R \leq l \leq na - m(ka + b) + R \]

We denote \( C_{mn} \) the random event of randomly taking a real number \( l \) that satisfies:

\[ l \in \alpha_{mn} := [na - m(ka + b) - R, na - m(ka+b) + R] \cap [0, a] \]

Let us denote \( N_1 \) and \( N_2 \) as follows:

\[ N_1 = na - m(ka + b) - R \]

\[ N_2 = na - m(ka + b) + R \]

We can get the following relation:

\[ P(C_{mn}) = \begin{cases} \frac{R}{a} + \frac{a - N_1}{a}, & \text{if } R \leq N_1 < a \leq N_2 \\ \frac{R}{a} + \frac{N_2 - N_1}{a} = 3R/a, & \text{if } R \leq N_1 < N_2 < a \\ \frac{R}{a} + \frac{N_2 - R}{a}, & \text{if } N_1 \leq R \leq N_2 < a \\ \frac{R}{a}, & \text{others} \end{cases} \]

The contact probability of any two MEs moving in the same direction is:

\[ P(\text{contact}) = P(\bigcup_{m,n} C_{mn}) \]

where \( \bigcup_{m,n} C_{mn} \) is an event randomly taking a real number: \( l \in \bigcup_{m,n} \alpha_{mn} \)

2) **Case 2: MEs are moving in the reverse direction on AB**

For each \( l \in [0, a] \), two MEs will meet each other only if there exist two positive integers \( m \) and \( n \) that satisfy the inequality (5), i.e.:

\[ n - m(k + b/a) \leq l/a \leq n - m(k + b/a) + R/a \]

Since \( l/a \in [0, 1] \), we have:

\[ n - m(k + b/a) \leq l/a \leq n - m(k + b/a) + 2(d + R)/a \]

Therefore, we can conclude that:

\[ n < m(k + 1) + 1 \]

For the case two MEs are moving in the reverse direction, we investigate two sub-cases.

**Sub-case 1:** If \( l \in [0, d + R] \), then ME1 and ME2 can obviously always be in contact with each other. Thus, we do not need to pay attention to the condition for \( m \) and \( n \). The contact probability for two MEs can be estimated by the following item:

\[ P(\text{contact}) \geq (d + R)/a \]

That is, the more the value of \( R \) is, the more is the contact probability of MEs.

**Sub-case 2:** If \( l \in (d + R, a] \), then ME1 and ME2 can meet each other, only if there exist two positive integers \( m \) and \( n \) satisfying (4), i.e.:

\[ na - m(ka + b) \leq l \leq na - m(ka + b) + 2(d + R) \]

We denote \( B_{mn} \) the random event of randomly taking a real number \( l \) that satisfies:

\[ l \in \beta_{mn} := [na - m(ka + b), na - m(ka + b) + 2(d + R)] \cap [0, a] \]

Let us denote \( M_1 \) and \( M_2 \) as follows:

\[ M_1 = na - m(ka + b) \]

\[ M_2 = na - m(ka + b) + 2(d + R) \]

we get the following relation:
\[
P(B_{mn}) = \begin{cases} 
\frac{(d+R)}{a} + \frac{a-M_1}{a}, & \text{if } d+R \leq M_1 < a \\
\frac{M_2-a}{d}, & \text{if } d+R \leq M_1 \leq M_2 < a \\
1, & \text{if } M_1 \leq d+R \leq M_2 < a \\
\frac{(d+R)}{a}, & \text{if } M_2 \leq d+R \\
\end{cases}
\]

We can conclude the probability for contact of any two MEs moving in the reserve direction:

\[
P(\text{contact}) = P\left( \bigcup_{m,n} B_{mn} \right)
\]

Where \( UB_{mn} \) is an event randomly taking a real value: \( \ast l \in \bigcup_{m,n} \beta_{mn} \).

C. Forwarding probability within a given time

1) Case 1: MEs are moving in the same direction on \( AB \)

With a given time \( T \), we can assume that the positive integer parameters \( m \) and \( n \) in symbol \( C_{mn} \) should satisfy the following conditions:

\[ n \leq n_1, m \leq m_1 \]

Where: \( n_1 = \left[ \frac{T}{a/v} \right] \) and \( m_1 = \left[ \frac{T - l/v}{(ka+b)/v} \right] \)

The probability that two MEs can forward data to each other within a given time \( T \) is follows:

\[
P_{\text{same direction}} = P\left( \bigcup_{m,n} C_{mn} \right)
\]

Example 1: Suppose \( T = 8 \) hours, the velocity of two MEs is 10 km/h. We can deduce that each ME will move about 16 rounds \((n, m \leq 16)\). We only have intervals \( \alpha_{mn} \) listed belows that intersect with the interval \([0, a]\) is non-empty (Table 4).

| Test case: \( a=5421m, ka+b=6058m, k=1, b=637m, \) \( d=886m, R=70m \) |
|---|---|---|---|---|
| Test case | \( n \) | \( m \) | \( n(a+b) \) | \( m(a+b)+2(d+R) \) | \( \alpha_{mn} \) |
| 1 | 2 | 1 | 4714 | 4784 | [4714,4784] |
| 2 | 3 | 2 | 4077 | 4147 | [4077,4147] |

Table 4. Test case for forwarding within a given time for 2 MEs in the same direction on \( AB \)

\[
\text{Remark: Since the intervals } \alpha_{mn} \text{ presented above is non-intersect paired with each other, we conclude:}
\]

\[
P\left( \bigcup_{n \leq 16, m \leq 16} C_{mn} \right) = \bigcup_{n \leq 16, m \leq 16} P\left( C_{mn} \right)
\]

\[
= 14 * 70 / a \approx 0.1808
\]

\[\text{Meaning of the result: The notation } P(A/B) \text{ is the probability of an event } A \text{ when that event } B \text{ has occurred. According to table 4, the above probability is small (< 20%). However, this calculation is based on the general basis (i.e., two MEs do not know the location of each other at each time). Furthermore, one advantage is that the contact time (the communication time) of two MEs is large enough in comparison to the demand (i.e. } (2R+d)/v) \text{. If we adjust the starting time of two MEs depending on each other based on the previous calculation, the contact probability can be further improved (may reach 100%). The expense for improving the communication time is reasonable small because we only need to adjust the starting time of each ME (no need to increase the transmission power). Intuitively, we can have:}
\]

\[
P(\text{contact} / C_{12}) = P(\text{contact} / C_{23}) = ...
\]

\[
P(\text{contact} / C_{9,11}) = P(\text{contact} / C_{10,12}) = ...
\]

\[= P(\text{contact} / C_{14,16}) = 1
\]

2) Case 2: MEs are moving in the reverse direction on \( AB \)

With a given time \( T \), we can assume that the positive integer parameters \( m \) and \( n \) in symbol \( B_{mn} \)
should satisfy the following conditions:

\[ n \leq n_2, \; m \leq m_2 \]

Where: \( n_2 = \left\lceil \frac{T}{av} \right\rceil \) and \( m_2 = \left\lceil \frac{T-(l-(d+R))/v}{(ka+b)/v} \right\rceil \)

The probability that two MEs can forward data to each other within a given time \( T \) is follows:

\[ P_{\text{reverse direction}} = P \left( \bigcup_{m,n} B_{mn} \right) \]

**Example 2:** Suppose \( T = 8 \) hours, the velocity of two MEs is 10 km/h. We can deduce that each ME will move about 16 rounds \((n,m \leq 16)\). However, we can see that, \( n \) and \( m \) are only needed to be less than 9 in order to have the contact probability of 1 (Table 5).

**Table 5. Test case for forwarding within a given time for 2 MEs in the reverse direction on AB**

<table>
<thead>
<tr>
<th>No</th>
<th>n</th>
<th>m</th>
<th>( \frac{na-m(ka+b)}{2(d+R)} )</th>
<th>( \beta_{mn} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>4784</td>
<td>6696</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>5</td>
<td>2873</td>
<td>4875</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>7</td>
<td>962</td>
<td>2874</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>-637</td>
<td>1275</td>
</tr>
</tbody>
</table>

**Remark:** From the Table 5 we conclude:

\[ \bigcup_{n,m \leq 9} \beta_{mn} = [0, a] \]

\[ P (\text{contact}) = P \left( \bigcup_{n,m \leq 16} B_{mn} \right) = 1 \]

**Meaning of the results:** The result of this calculation gives a contact probability of 100%, based on the fact that two MEs can start at any time (i.e. two MEs do not know any information on the location of each other at each time). If we adjust the starting time, two MEs could definitely meet each other in a possible smallest time \((n=1, m=1)\). According to table 5, we have:

\[ P (\text{contact} / B_{12}) = P (\text{contact} / B_{45}) = \ldots = P (\text{contact} / B_{76}) = P (\text{contact} / B_{11}) = 1 \]

However, the communication time of two MEs is very small (the value is from \( R/v \) to \( 2R/v \)), which is completely depending on the radius \( R \) of the radio coverage. There is a large expense in order to increase the communication time due to the need to increase the transmission power of the radio equipment. Thus, if we adjust the starting time of each ME to have longer contact time, the approach using same moving direction for two MEs will be less expensive.

**D. Contact time of each meeting**

1) **Case 1: MEs are moving in the same direction on AB**

Let us denote with \( t_{\text{con,S}} \) the contact time for each time two MEs can meet each other. In case two MEs are moving in the same direction, we have the following equation according to (3):

\[ t_{\text{con,S}} = (2R+d) / v \]

2) **Case 2: MEs are moving in the reverse direction on AB**

Let us denote with \( t_{\text{con,R}} \) the contact time for each time two MEs can meet each other. In case two MEs are moving in the reverse direction, from (6) we have the following inequality:

\[ t_{\text{con,R}} \leq t_{\text{con,S}} \leq t_{\text{max}} \]

Where: \( t_{\text{con,R}} = \frac{R}{v} \), \( t_{\text{max}} = 2R / v \)

**E. Discussion on higher contact probability**

The contact probability analysis did not need position information of any ME at any time. Remarks of Table 2 and 3 can conclude that, if two MEs move into suitable positions as indicated by some way, they can surely meet each other. As long as \( ME_2 \) is in the intervals indicated in Table 2 and 3, it will wait until \( ME_1 \) achieves the corresponding position \( A \) or \( P \) before continuing to move, then the contact probability of two MEs is certainly equal to one. By comparing two moving directions, we can recognize the following advantages and disadvantages. If two MEs are moving in the reverse direction, the contact probability is higher, but the contact time is shorter. Contrary, if two MEs moving in the same direction, the contact probability is lower. However, if two MEs meet each other, the contact time is much larger, even the whole distance \( d \).
V. PROTOCOL DEVELOPMENT

A. Protocol design

The overall data collection and forwarding process can be split into four states describing the behavior of a ME (Fig. 4). During initiation, a ME will set its S-Level to -1 and its S-Weight to K.

Figure 4. Protocol state diagram

Discovery State: It is the basic state, to which a ME will return after each measurement. In this state, MES scan the network to find possible neighbors. The scan time will last for few seconds. ME gets the information from other neighbors including node identifier, S-Level and S-Weight. The S-Level of the current node is then updated as follows.

\[
L_i = \begin{cases} 
1 & \text{if } i \text{ sees the base station} \\
L_{\min} + 1 & \text{if } L_i = -1 \& \ L_{\min} \geq 0 \ \text{or } L_i \geq L_{\min} \\
-1 & \text{if } W_i < 0 
\end{cases}
\]

Where \(i\) is the ID of the node \(i\), \(L_i\) is the current S-Level of \(ME\) \(i\), \(W_i\) is the S-Weight of node \(i\), \(L_{\min}\) is the minimum S-Level of \(n\) neighbor nodes, that is:

\[
L_{\min} = \min_{j \in n} \{L_j\}
\]

The S-Weight of current node will be calculated:

\[
W_i = \begin{cases} 
W_i + K & \text{if } m > 0 \\
W_i - 1 & \text{if } n > 0 
\end{cases}
\]

Where \(m\) is the number of successful transmitted packets in the last sending phase, \(n\) is the number of successful received packets.

Forwarding State: A ME will change to this state from the discovery state, if its S-Level is greater than the S-Level of its neighbor node. Data forwarding is a center-oriented process, i.e. a node tries to send to the inner trajectory. The current node will read a block of locally stored data and send them to the next node, either the base station or the next intermediate node determined in the discovery state. The block transfer will stop, when the radio channel becomes unavailable. After successful transfer of a block, the S-Weight of corresponding node will be updated as described above. Then, the current ME changes to the measuring state.

Receiving State: A ME will change to this state from the discovery state, if its S-Level is smaller than the S-Level of its neighbor node. In this state, ME checks the radio channel for possible incoming packets from other nodes. If data are available, ME tries to get data and stores into its local memory. This state finishes after a block of incoming data has been received or after timeout. The next state is measuring state, if ME detects no radio signal or no more data from the other MEs.

Measuring State: A ME will change to this state from the discovery state, whenever it detects no neighbor nodes in its coverage, or ME detects no radio signal or no more data from the other MEs. In this state, ME will sample the pollution data and stores in
the local memory of the ME for sending to the other intermediate nodes in the next sending state. After getting a block of measured data, the ME will return to the discovery state.

B. Synchronization issues

Figure 5 presents the synchronization between four states of two MEs during forwarding and receiving states. The measuring state lasts only few seconds. The node spends the most time for waiting received data from other nodes in order to gap the mismatch between different states of multiple nodes.

C. Protocol algorithm

The mnemonic codes of the protocol is as follows.

\[\text{Initiating() } \begin{cases} 
\text{Identify_Current Node ID();} \\
\text{Prepare_Signaling_Information( NodeID,L_i,W_i);} \\
\text{state = Discovery; }
\end{cases} \]

\[\text{Discovery() } \begin{cases} 
\text{scanNetwork(NodeID, L_i, W_i);} \\
\text{while ( noNeighbor > 1 ) } \begin{cases} 
\text{getNeighbor(ID_j, L_j, W_j);} \\
\text{if (ID_j == BS_ID) L_i = 1;} \\
\text{nextDestination = Base_Station;} \\
\text{return( state = Forwarding);} \\
\end{cases} \\
\text{noNeighbor = noNeighbor -1;} \\
\text{while ( noNeighbor > 1) } \begin{cases} 
\text{L_{min} = get_min_S-Level(ID_j, L_j, W_j);} \\
\text{if (( (L_i == -1 ) && (L_{min} \geq 0 )) || ( L_{min} \geq L_i))} \\
\text{L_i = L_{min} + 1; } \\
\text{nextDestination = WSN_Nodei;} \\
\text{return( state = Forwarding);} \\
\end{cases} \\
\text{if (W_i \leq 0) } \text{L_i = -1; return(state = Measuring);} \\
\text{else return (state = Receiving);} \\
\end{cases} \]

\[\text{Forwarding() } \begin{cases} 
\text{while ( Sending_TX_OK ) } \begin{cases} 
\text{if (getLastMemRecord( current_Rec ) )} \\
\text{return( state = Measuring );} \\
\end{cases} \\
\end{cases} \]

\[\text{Receiving() } \begin{cases} 
\text{while ( notTimeout ) && (RF_data_Available)) } \begin{cases} 
\text{while ( incoming_Packet ) } \begin{cases} 
\text{store_packet_in_Mem();} \\
\end{cases} \\
\text{if ( nPacket_received_Ok) } \text{W_i = W_i -1;} \\
\text{return( state = Measuring );} \\
\end{cases} \\
\text{Measuring() } \begin{cases} 
\text{get_environment_Data();} \\
\text{store_Data_in_Mem();} \\
\text{return( state = Discovery );} \\
\end{cases} \]

D. Performance parameters

We use four parameters for evaluating the protocol performance, namely number of packet delivered or received, packet loss rate, throughput and packet delay. Denote \( N_{\text{loss}} \) the number of lost packets, \( N_{\text{received}} \) the number of received packets at destination, \( N_{\text{sent}} \) the number of packets sent from a source, the packet loss rate is defined as follows.

\[ P_{\text{loss}} = \frac{N_{\text{loss}}}{N_{\text{loss}} + N_{\text{received}}} = \frac{N_{\text{loss}}}{N_{\text{sent}}} \]

Packet delay is defined as the time different of the receiving time of a packet and the sending time of the corresponding packet.

\[ \text{Delay} = t_{\text{rec}} - t_{\text{sent}} \]

Throughput \( \theta_{ij} \) of packet transfer from node \( ID_i \) to node \( ID_j \) in a time interval \((t_2 - t_1)\) is:

\[ \theta_{ij} = \frac{(N_2 - N_1)}{(t_2 - t_1)} \]

Where \( N_2 \) and \( N_1 \) is the number of packets sent at time \( t_2 \) and \( t_1 \), respectively. In fact, throughput is the number of sent packets per second.

VI. CASE STUDY

In this section, we describe the deployment of our proposed protocol for collecting pollution data from an urban district of Hanoi City. We have implemented
a number of MEs for testing the proposed protocol using a ZigBee mesh network. Our network is based on a Meshlium base station and eight Waspmites [32]. The sensor nodes move on eight trajectories based on the roads with most traffic pollution in order to cover an urban district of Hanoi City with an area of about 14.6 km² as shown in the Fig. 6.

The trajectories have been designed so that each mote can meet at least one other mote with enough time to be able to send the data. Additionally two of the trajectories have some parts, on which Waspmites can meet the Meshlium. Each mote runs on a trajectory and is numbered according to the trajectory number, i.e. from 1 to 8. The average moving speed of each ME is 10 km/h (~2.8 m/s).

We built two scenarios to test the protocol operation in various circumstances as follows.

**Scenario 1:** Test the forwarding mechanism. In this scenario, Waspmites move on 8 trajectories (Fig. 6). For convenience, we denote a node with ID (e.g. ID₈ for the Waspmite S₈), the S-Level of a node with L (e.g. L₃ for the S-Level 3). We investigated the forwarding route ID₈(L₃) → ID₅(L₂) → ID₁(L₁) → Meshlium. After a time of measuring data, ID₈ saw ID₅ on an overlapping road distance of 665m (contact time is about 238 seconds). After that, ID₅ moved alone on his trajectory that has a distance of 3066m. Then, ID₅ saw ID₁ on an overlapping road distance of 365m (contact time is about 130 seconds).

The average forwarding speed of each ME is 100 kbps. Using Libelium Waspmites [37], one protocol cycle lasts for about 40 seconds, i.e. at least one data packet would be sampled within this cycle and stored in the local memory of the Waspmite. Therefore, the maximum packet delay will be 40 seconds in order to avoid buffer overflow in Waspmites. Accordingly, the minimum throughput will be 1/40= 0.025 packet/s.

Figures 7 and 8 present the detailed results of our experiments according to the scenario 1. Figure 7 shows the packet delay by forwarding packets from ID₈ to ID₃ (solid line) and from ID₃ to ID₁ (dotted line). As shown in the figure, the average delay varies from 1.0s to 2.0s for both routes, less lower than the allowed maximum packet delay.

![Figure 6. Designed trajectories in the deployment area](image)

**Figure 6. Designed trajectories in the deployment area**

![Figure 7. The packet delay by forwarding packets](image)

**Figure 7. The packet delay by forwarding packets**

![Figure 8. The throughput of data transfer](image)

**Figure 8. The throughput of data transfer**

Figure 8 presents the throughput (packets/s) of data transfer from ID₃ to ID₁. We calculate the throughput for each interval of one second. As shown, the throughput of data transfer from ID₃ to ID₁ is from 0.5...
to 1.5 packets/s, which is higher than the required minimum throughput.

In scenario 1, we have sent 121 packets from ID3 to ID1. Among them, we counted that 70 packets are lost. Thus, the corresponding packet loss rate is about 10%. In our experiments, the loss rate for data transfer from ID1 to ID2, from ID2 to ID3 is 18% and 20%, respectively. This loss rate is reasonable, since the Waspmotes can have a lot of measurements at a location, thus the loss of some packets might not affect the data processing at the center.

Scenario 2: Test the possibility to find out a new path, when the old path is faulty. To test the adaptive S-Level change, we have stopped the operation of Waspmote 2 and 3 in scenario 1 in order to show the adaptive change of the forwarding path in scenario 2. The results are given in Table 6 as follows.

Table 6. Adaptive S-Level changing in scenario 2 in comparison to previous S-Level in scenario 1

<table>
<thead>
<tr>
<th>Wasp mote ID</th>
<th>S-Level Scena -rio 1</th>
<th>S-Level Scena -rio 2</th>
<th>Wasp mote ID</th>
<th>S-Level Scena -rio 1</th>
<th>S-Level Scena -rio 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>Stop</td>
<td>6</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>Stop</td>
<td>7</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>2</td>
<td>8</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

Explanation:
- Since ID6 can only meet ID4 (S-Level 2), its S-Level has changed to 3 instead of 2.
- Since ID9 can meet ID6 and ID7 (S-Level 3), its S-Level has changed to 4 instead of 3 as before.
- Since ID3 can meet ID8 (S-Level 4), its S-Level has changed to 5 instead of 2 as before. That is, ID3 was not an intermediate node for ID8 anymore. Instead, it used ID8 as an intermediate node for sending its data to the Meshlium via indirect routes (5–8–6–4–1 or 5–8–7–4–1).

Comparison with conventional solutions: Our case study was carried out on 23 main streets with the total length of more than 25 km. The radio coverage for each sensor node is 70 m. If we use stationary sensors as in conventional solutions, 180 sensor nodes are necessary. By our method, we only need 8 sensor nodes in order to be able to collect data on the whole 23 main streets. This is the benefit of our method in comparison with other conventional solutions.

VII. CONCLUSION

In this paper, we presented a method for data forwarding using MEs as dynamic bridges in sparse WSNs. Using this method, we can collect measured data in a wide area with a limited number of mobile nodes. The way to design trajectories aiming to cover a deployed area is suitable for traffic-generated pollution monitoring, because it can rely on the main traffic roads causing significant pollution. In addition, the paper analyzed the opportunistic contact of MEs while moving on overlapping road distances of respective trajectories and proved the feasibility of this method. Our proposed method has been used for developing a protocol, and has been successfully tested using a ZigBee WSN for traffic-generated pollution monitoring in an urban area of Hanoi city.

Further works will be in deeper analysis of contact opportunity of MEs in order to provide useful recommendations for designing trajectories as well as further testing of the method with the trajectories that are the public bus lines for traffic air pollution monitoring.
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