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Abstract: Layout of temporary facilities on a construction site is essential to enhance productivity and safety. It is a complex issue due to the unique nature of construction. This problem is validated as an NP-hard and one of the challenging problems in the field of construction management. In this paper, we proposed a hybrid algorithm, named topt-aiNet, to solve the construction site layout problem by combining the aiNet algorithm with Tabu search. Experimental results showed that the proposed algorithm outperformed the state-of-the-art ones.
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I. INTRODUCTION

Construction site layout (CSL) planning aims to arrange the locations and areas reserved for the temporary support facilities (Site Office, Storeroom, Warehouse, etc.), depending on the sizes and the locations of the predetermined projects. This is an important task, should be considered early in construction planning, and is usually performed by construction managers. However, decisions are often made based on intuition, experiments, and experience. The impact of good layout planning on costs and time becomes more obvious during the implementation of the projects. Good site layout planning is important to promote safe and efficient operations, minimize travel time, decrease material handling, and avoid obstructing material and equipment movements, particularly for large-scale projects [1].

There are many methods proposed for the problem such as genetic algorithms (GA) [2, 3], ant colony optimization algorithms (ACO) [4], and the Clonalg algorithm [5]. However, these algorithms have to cope with high running time complexities when dealing with large datasets.

The Artificial Immune Network algorithm (aiNet) is an immune network algorithm derived from Artificial Immune Systems (AIS) [6]. The aiNet algorithm was developed for data compression and clustering. It was also extended slightly for applying to optimization problems, and hence called the Optimization Artificial Immune Network algorithm (opt-aiNet). The opt-aiNet algorithm has subsequently been developed further for bioinformatics and even for modeling of simple immune responses [7].

In this paper, we propose a hybrid algorithm, called topt-aiNet, by combining aiNet and the Tabu search to solve the CSL problem. Experimental results will show that the proposed algorithm outperforms some state-of-the-art ones.

The rest of the paper is organized as follows. In the next section, we present the background of the CSL problem and briefly review related works. Section III presents the combined algorithm called topt-aiNet in details. Section IV describes experiments on 8 case studies. Section V concludes the paper and discusses some possible future works.

II. SITE LAYOUT PROBLEM AND RELATED WORKS

1. Site Layout Problem

The problem is formally expressed as follows. Given \( n \) facilities and \( m \) available locations \((n \leq m)\), our task is to arrange \( n \) facilities in \( m \) locations such that the objective function is optimized \((m - n \text{ remaining positions will be left empty})\). In case the number of locations is greater than the number of facilities, some “dummy” facilities with zero distance and frequency may be added to ensure that both numbers are equal. Therefore, we assume that the numbers of both predetermined facilities and places equal...
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There are many objective functions proposed for the problem [8, 9]. In this article, we consider two common objective functions. The functions are adapted from Yeh [1] and Li et al. [3]. For convenience, the objective functions are considered with two different sets of constraints, which represent two optimal (sub-) problems.

The first problem derives partly from the fact that the frequencies of trips made by construction personnel between facilities are not equal [4]. For example, a salesman usually moves between the Site Office and the Concrete Batch Workshop, but he rarely moves from the Site Office to the Storeroom. Therefore, the locations for facilities will be carefully chosen in order to minimize the total distance.

**Problem 1:** The problem aims to minimize the total distance between facilities, and is formulated as follows:

\[
\text{minimize } F_1 = \sum_{i=1}^{n} \sum_{k=1}^{n} \sum_{j=1}^{n} \delta_{ik} f_{ij} d_{ij}, \quad (P1)
\]

subject to \( \sum_{i=1}^{n} \delta_{ik} = 1 \), \( k = 1, 2, ..., n \),

where \( n \) is the number of facilities, \( \delta_{ik} \) is the permutation matrix variable (= 1 if facility \( i \) is assigned to location \( k \)), \( f_{ij} \) is the frequency of trips made by construction personnel between facilities \( i \) and \( j \). Note that \( f_{ij} = f_{ji} \) for all \( i, j \leq n \). The frequency is expressed as the number of trips per time period, and is defined in this study as the number of trips per day, \( d_{ij} \) is the distance between locations \( i \) and \( j \). Therefore, the objective function \( F_1 \) reflects the total traveling distance made by construction personnel. An example of locations with \( n = 11 \) is illustrated in Figure 1 [10].

Below, we select six test cases from the literature for Problem (P1). Test cases 1, 2 and 3 are widely used in literature and are selected for consideration. Moreover, three larger datasets used in test cases 4, 5 and 6 are created randomly as a further benchmark in this study.

The facilities to be located within the site boundaries are shown in Table I.

The frequencies of trips (in one day) and the distances between available locations are listed in [4, 8, 10, 11]. It should be noted that the site does not offer alternative roads from one location to another. The distances are measured in meters.

**Test case 1:**

*Input:* \( n = 11 \), \( f_{ij} \), \( d_{ij} \).

*Output:* \( \text{min } F_1 \).

*Constraints:* Each of the predetermined location is available for accommodating any facility.

**Test case 2:**

*Input:* \( n = 11 \), \( f_{ij} \), \( d_{ij} \).

*Output:* \( \text{min } F_1 \).

*Constraints:* Side Gate and Main Gate are assigned to locations 1 and 10, respectively [2]. This case represents a realistic approach in a construction site, which is usually determining the side and main gates before the construction to be started as the locations of gates are important for access and, thus, transportation. Therefore, these gates have to be positioned at predetermined locations.

**Test case 3:**

*Input:* \( n = 11 \), \( f_{ij} \), \( d_{ij} \).

*Output:* \( \text{min } F_1 \).

*Constraints:* Site Office, Labor Residence and Concrete Batch Shop cannot be allocated to the relatively smaller

---

**TABLE I**

<table>
<thead>
<tr>
<th>Facilities to be Located</th>
<th>Abbreviations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Site Office</td>
<td>SO</td>
</tr>
<tr>
<td>Falsework Shop</td>
<td>FS</td>
</tr>
<tr>
<td>Labor Residence</td>
<td>LR</td>
</tr>
<tr>
<td>Storeroom 1</td>
<td>S1</td>
</tr>
<tr>
<td>Storeroom 2</td>
<td>S2</td>
</tr>
<tr>
<td>Carpentry Workshop</td>
<td>CW</td>
</tr>
<tr>
<td>Reinforcement Steel Workshop</td>
<td>RW</td>
</tr>
<tr>
<td>Side Gate</td>
<td>SG</td>
</tr>
<tr>
<td>Electrical, water and other utilities control room</td>
<td>UR</td>
</tr>
<tr>
<td>Concrete Batch Workshop</td>
<td>BW</td>
</tr>
<tr>
<td>Main Gate</td>
<td>MG</td>
</tr>
</tbody>
</table>

---

Figure 1. Location representation of the construction site.
locations of 7 and 8 [3]. Test case 3 was used to illustrate the constraint under which facilities that are relatively larger than other facilities cannot be accommodated by every possible location. Unequal area constraint has to be stated to ensure that no larger facilities are positioned to smaller locations.

Test cases 4, 5, and 6 are similar to test case 1, except for $n = 20, 40$ and $60$, respectively. The frequencies and distances in these cases are randomly generated\(^1\).

Test case 4:
\[
\text{Input: } n = 20, \quad f_{ij}, \quad d_{ij}
\]
\[
\text{Output: min } F_1.
\]
\[
\text{Constraints: Similar to test case 1.}
\]

Test case 5:
\[
\text{Input: } n = 40, \quad f_{ij}, \quad d_{ij}
\]
\[
\text{Output: min } F_1.
\]
\[
\text{Constraints: Similar to test case 1.}
\]

Test case 6:
\[
\text{Input: } n = 60, \quad f_{ij}, \quad d_{ij}
\]
\[
\text{Output: min } F_1.
\]
\[
\text{Constraints: Similar to test case 1.}
\]

The second problem adapted from Yeh [1] is more complex than the first one.

Problem 2: The layout objectives include the cost that is calculated from the adjacency and distance between objects, the space availability for object location, the positions and views of objects in relation to the others. The optimization problem is formulated as follows:

\[
\begin{align*}
\text{minimize} & \quad F_2 = \sum_{x=1}^{n} \sum_{i=1}^{n} \delta_{xi} C_{xi} + \sum_{x=1}^{n} \sum_{y=1}^{n} \sum_{j=1}^{n} \delta_{xi} \delta_{yj} A_{ij} D_{xy}, \\
\text{subject to} & \quad \delta_{yi} = 0, \text{ if } \delta_{xi} = 1 \text{ and } y \neq x, \\
& \quad \delta_{xj} = 0, \text{ if } \delta_{xi} = 1 \text{ and } i \neq j,
\end{align*}
\]

(P2)

where, the objective function, $F_2$, is an integration of total distance and cost, $\delta_{xi}$ is the permutation matrix variable, $C_{xi}$ is the construction cost of assigning facility $x$ to location $i$, $A_{ij}$ = 1 if location $i$ is neighboring location $j$, and $D_{xy}$ is the interactive cost of assigning facility $x$ on the location neighboring facility $y$. An example of locations with $n = 12$ is illustrated in Figure 2 adapted from [1].

We consider two test cases for Problem (P2). There are two permanent buildings on a campus to be constructed.

Test case 7:
\[
\text{Input: } n = 12, \quad f_{ij}, \quad d_{ij}
\]
\[
\text{Output: min } F_2.
\]
\[
\text{Constraints: Each of the predetermined location is available for accommodating any facility.}
\]

Test case 8:
\[
\text{Input: } n = 12, \quad f_{ij}, \quad d_{ij}
\]
\[
\text{Output: min } F_2.
\]
\[
\text{Constraints: Both site neighboring index matrix and interactive cost matrix are used, with different values as shown in [12].}
\]

2. Related Works

The CSL problem is classified as a quadratic assignment problem, which is an NP-hard problem [13]. Due to the complexity of the CSL problem, numerous techniques have been proposed to uncover its solutions, but it is nonperforming to obtain the optimal solutions by hand calculations. Therefore, optimization techniques are usually used, instead. The problem has been solved by researchers using two distinct techniques: exact algorithms

---

\(^1\)The datasets could be downloaded from https://goo.gl/v1kcTU.

---

Figure 2. Example of site layout.
and approximation ones. Exact algorithms, such as the branch and bound algorithm, have been designed to find the optimal solutions. But they cannot be adopted for large-scale projects because of the need for huge calculations and efforts. So, heuristic and meta-heuristic algorithms have been proposed to reduce calculation costs of the algorithms but still producing acceptable solutions.

Evolutionary algorithms are mainly represented by the genetic algorithms, Clonalg, and opt-aiNet. Evolutionary algorithms mimic the process of natural evolution and are used to generate useful solutions to optimization and search problems. For the first time, Li and Love [2, 3] used the GA algorithm to solve these problems. Lately, Ioanna et al. [11] proposed a new GA algorithm to solve test case 2 for optimal results. Wang et al. [5] used Clonalg to solve test case 2. Quang et al. [14] proposed the lopt-aiNet algorithm, which is a hybrid algorithm employing the opt-aiNet and local search to solve test cases 1, 2, and 3.

The swarm intelligence algorithms mainly include ant colony optimization (ACO) and particle swarm optimization (PSO). Ning and Liu [13] used the Max-Min Ant System (MMAS), which is one variant of the ACO algorithm to solve the CSL problem, and used continuous dynamic searching to guide MMAS developed to solve the dynamic CSL problem under the objectives of minimizing safety concerns and reducing construction cost. In [4], Gulben et al. proposed an ACO algorithm with local analysis (ACO-LA) to improve the quality of the solution which led to better results than those in previous literature. They have also presented an improved ACO algorithm with parametric analysis (ACO-PA), potential to assess appropriate parameter values within a predefined parameter range. Adrian [12] presented a method of selecting optimal arguments for three algorithms GA, PSO, and ACO. ACO is considered the fastest among the three algorithms to find the optima.

There are other meta-heuristic algorithms. Kaveh et al. [8] proposed two algorithms, called the Colliding bodies optimization (CBO) and the Enhanced colliding bodies optimization (ECBO). CBO is an efficient meta-heuristic optimization algorithm that is based on one-dimensional collisions between bodies. ECBO improved CBO to make it faster and to obtain more reliable solutions.

Most recently, Quang et al. [14] have proposed an algorithm that combines aiNet with local search. Their approach reduces running times in many experiments. However, the algorithm has no capacity to prevent developing locally past candidate solutions. This could lead to limitations of the algorithm for large problems.

### Algorithm 1: Topt-aiNet algorithm

1: Randomly initialize \( P \) including \( n_0 \) cells;
2: \( M = \emptyset \); Tabu list = \( \emptyset \);
3: repeat
   3.1: Determine the fitness of all cells in \( P \);
   3.2: Sort \( P \) by value of the objective function;
   3.3: \( C = \) Select \( n_1 \) cells from \( P \);
   3.4: Expand \( C \);
   3.5: Apply hypermutation for all cells in \( C \);
   3.6: Determine the fitness of mutated clones;
   3.7: \( M = M + n_2 \) best cells in \( C \);
   3.8: All cells in \( M \) interact with each other;
   3.9: Apply Tabu search on \( M \) (as in Procedure TabuSearch(\( M \)))
   3.10: \( P = M + (n_0 - |M|) \) cells randomly created;
until The stopping criteria have been met;
4: Choose a cell with the highest affinity as a solution from set \( M \).

### III. NEW ALGORITHM: TOPT-AI\textit{NET}

The aiNet algorithm was first proposed by de Castro et al. to perform data analysis and clustering tasks [6]. Opt-aiNet, an algorithm of the aiNet family, was used to optimize continuous functions. It evolves a population, which consists of a network of antibodies (considered as candidate solutions to the function being optimized, each antibody is called a cell). These antibodies undergo a process of evaluation against the objective function, clonal expansion, mutation, selection, and interaction between themselves. Opt-aiNet creates a memory set of antibodies that represent the best candidate solutions as used in [7].

The evolved population is similar to the population of GA in terms of both concept and representing models. It has selection and mutation methods like that of GA.

All opt-aiNet, PSO, and ACO have a memory set. However, the following features are specific to opt-aiNet:

- The population size is dynamically adjustable;
- Having the capability of maintaining many optimal solutions;
- Having interaction;
- Demonstrating exploitation and exploration of the search space.

To improve the performance of aiNet, Tabu search is used for fast locating of the local optima. The proposed topt-aiNet algorithm is described in Algorithm 1. In comparison with the original opt-aiNet, this algorithm is extended by adding Tabu search and resizing population by removing some worst cells for faster locating of the optima.

Parameters \( n_0 \), \( n_1 \), and \( n_2 \) in the topt-aiNet algorithm are such that \( n_0 > n_1 > n_2 \). In step 1, population \( P \) includes \( n_0 \)
In step 3.5, hypermutation is applied to each network cell with an inverse ratio of fitness. In other words, the higher the network cell result is, the lower the hypermutation ratio is, and vice versa. The hypermutation ratio of cell \(i\) is defined as
\[
r_i = \frac{f_i - f_{\text{best}}}{f_{\text{best}}} \times 100\%,
\]
where \(f_i\) is the fitness of cell \(i\) and \(f_{\text{best}}\) is the fitness of the best cell found. In case \(r_i > 100\%\), we assign 100\% to \(r_i\).

The topt-aiNet algorithm keeps a memory set called \(M\) to save the network cells having the best results. Through each iteration, set \(M\) is always updated. To avoid memory overflow in set \(M\), which may be caused by adding similar cells, topt-aiNet performs the interactive process in step 3.8, in which each pair of cells in \(M\) will interact with each other, a “close together” pair will expel a lower antibody from \(M\). There are a number of methods for evaluating the “close together” based on such as the results of the objective function, the ecliptic distance, etc. In this paper, we use the following objective function as a method for evaluating interaction: if the fitness of two cells differs less than 6\%, the worse cell will be removed from \(M\).

An important factor making the topt-aiNet algorithm different from the original opt-aiNet algorithm is that every iteration applies a Tabu search for all the cells in set \(M\) (step 3.9). This combination avoids the generation of repeated cells and thus speeds up the algorithm convergence. The Tabu search algorithm can be implemented as below.

**Procedure TabuSearch(M);**

begin
repeat
    Create a set of neighborhood solutions of \(M\);
    Determine the objective function
    Choose best neighborhood;
    Update Tabu list;
until The stopping criteria have been met;
end

The fundamental difference between Tabu search and other local search algorithms is that, in each iteration, to avoid revisiting the previously reviewed solutions, Tabu search uses a list, called Tabu list, to store some previous moves. The list stores some of the transitions that have just been made in former iterations. The transitions in the Tabu list are called the Tabu transfers. These transfers will be banned to use again as long as they are in the Tabu list. Each Tabu transfer will be in the Tabu list for a t-iteration period, after that it will be removed from the Tabu list and can be used again. The value of \(t\) is called the Tabu tenure value of the transfer step. This value can be fixed for all transfers or it can also be a random number chosen for each transfer.

Before moving to the next iteration, the set \(P\) of cells was rebuilt by adding cells in \(M\) and randomly generating new cells added to \(P\) for enough \(n_0\) cells (step 3.10).

### IV. Experiments

In this section, we conduct experimental comparisons of the topt-aiNet with GA, PSO, ACO, CBO, and CLONALG algorithms as proposed in [4, 5, 8, 11, 12] and with opt-aiNet, lopt-aiNet recently proposed in [14].

The topt-aiNet algorithm is tested on six datasets with different conditions as shown in Section II. We used a computer with a Pentium P6200 with 2.13 GHz of CPU and 2 GB of RAM.

Regarding the parameters used in the experiments, population \(n_0 = 200\), \(n_1 = 10\), and \(n_2 = 1\), and the stopping criteria of topt-aiNet include a maximum of ten consecutive loops without improving the best solution. The stopping criteria of Tabu search include five iterations and the value of \(t\) in the Tabu search is 5 for all transfers. As seen from Table III, for test case 1 and test case 3, the average results, calculated as the arithmetic mean, of ACO-PA, GA, lopt-aiNet, and topt-aiNet algorithms are the same (12,150 in...
In terms of running time, ACO-PA in [4] found the optimal solution in 1.15 seconds on an Intel Core 2 Duo processor at 2.66 GHz and 4 GB of RAM. Meanwhile, our topt-aiNet produced the optimal result in only 0.15 seconds on a less powerful computer.

Both CBO and ECBO algorithms run on a computer with Intel Core i7 processor (1.73 GHz) and 4 GB of RAM and they used 200 iterations to find the results. The CLONALG algorithm has been run on a computer with 2.30 GHz of CPU and 2 GB of RAM and after 50 iterations it found the solution for test case 2. Meanwhile, topt-aiNet only used 14 iterations on the average to find the same or better results.

For test cases 4, 5 and 6 on randomly created datasets, we implemented another combination of the ACO algorithm with the Tabu search, called Tabu-ACO. The TabuSearch(M) procedure used in Tabu-ACO is similar to that used in topt-aiNet. Table IV provides the average results of thirty runs of the Tabu-ACO, topt-aiNet algorithms. It shows that the topt-aiNet algorithm outperformed the ACO and lopt-aiNet in all three test cases 4, 5, and 6.

In terms of the running time, it can be seen in Table V that topt-aiNet runs faster than lopt-aiNet.

Table VI shows the average performance with 35 runs of all algorithms GA, PSO, ACO, opt-aiNet, lopt-aiNet, and topt-aiNet. Experimental results show that topt-aiNet and lopt-aiNet could find the same optimal value of 90 in all runs while the others produce worse results (greater values). This implies that topt-aiNet was consistent in finding the minimum distance for both the test cases. About the average running time (in seconds), the topt-aiNet algorithm performed fairly well and can be competitive with other approaches.

V. CONCLUSIONS

We have introduced a novel AIS-based approach for solving the CSL problem. The new algorithm, topt-aiNet, differs from the conventional aiNet algorithm in its combination with the Tabu search for effective localization of the optima.

Experiments have showed that topt-aiNet outperformed five other algorithms (lopt-aiNet, opt-aiNet, GA, ACO, and PSO) in terms of obtained objective function value and running time. Moreover, the optimal results found by all iterative runs (in test cases 1, 2, 3, 4, and 5) strongly supported the consistency of the proposed method.

The lopt-aiNet algorithm performed fairly well in terms of both running time and objective function values. This is, perhaps, caused by the support of the Tabu search in the combined algorithm for better convergence.

In the near future, we are planning to apply our algorithm to other construction tasks such as equipment routing planning and material storage layout planning for real projects. Besides, we are investigating how to dynamically calculate arguments like $n_1$ and $n_2$ for early ending of the algorithms. This will make our approach more suitable for larger test cases.
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