3D Hand Pose Estimation in Point Cloud Using 3D Convolutional Neural Network on Egocentric Datasets
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Abstract: 3D hand pose estimation from egocentric vision is an important study in the construction of assistance systems and modeling of robot hand in robotics. In this paper, we propose a complete method for estimating 3D hand pose from the complex scene data obtained from the egocentric sensor. In which we propose a simple yet highly efficient pre-processing step for hand segmentation. In the estimation process, we used the Hand Point Net (HPN), V2V-PoseNet (V2V), Point-to-Point Regression PointNet (PtoP) for fine-tuning to estimate the 3D hand pose from the collected data obtained from the egocentric sensor, such as CVRA, FPHA (First-Person Hand Action) datasets. HPN, V2V, PtoP are the deep networks/Convolutional Neural Networks (CNNs) for estimating 3D hand pose that uses the point cloud data of the hand. We evaluate the estimation results using the pre-processing step and do not use the pre-processing step to see the effectiveness of the proposed method. In particular, we evaluated the entire FPHA dataset with five different sampling configurations. The results show that 3D distance error is increased many times compared to estimates on the hand datasets are not obstructed (the hand data obtained from surveillance cameras, are viewed from top view, front view, sides view) such as MSRA, NYU, ICVL datasets. The results are quantified, analyzed, shown on the point cloud data of CVAR dataset and projected on the color image of FPHA dataset.

Index Terms: 3D Hand Pose Estimation, Point Cloud Data, 3D Convolutional Neural Networks, Egocentric Vision Dataset.

I. INTRODUCTION

Building robotic arms to perform complex actions like human hands is challenging research. Due to the joints on the human hand, there is a great Degree Of Freedom (DOF), as illustrated in Figure 2(b). In which the re-modeling of human hand actions is an approach [2]. From there build the action of fingers on robot arms like that, as simulating the human hand grasping objects in everyday life [3] (Figure 2(a)). To do this, hand poses in the 3D space / the real world need to be estimated.

The camera mounting is called "Egocentric Camera” and the dataset obtained from this camera is called "Egocentric Dataset”. Figure 1 shows the distinction between surveil-
lance cameras and First-Person/Egocentric cameras. At the same time they are also defined in [4], [5]. The human hand in a real environment from an egocentric vision is missing due to the obscure data of the fingers, usually only obtained data of the palm as Figure 3. The human hand must first be detected, segmented, and fully estimated for joints in the 3D space. However, this issue is faced with many difficulties due to the data of the human hand is lost, obscured, and noises when collected from the egocentric vision.

Over the past four years, with the success of Convolutional Neural Networks (CNNs) in various computer vision, there have been about 60 valuable studies on estimating 3D hand pose using this method and the statistics of studies are shown in the first table of research by Le et al. [6]. The majority of studies on 3D hand pose estimation were evaluated on three outstanding datasets: MSRA [7], NYU [8], ICVL [9]. These datasets have the hand data that is sufficient (not obscured), thus the estimating results of the hand pose are low error, the results are shown in [6]. Recently, several CNNs have been proposed for 3D hand pose estimation for egocentric datasets on the RGB and based on the 3D joints annotation, their estimated results have low errors, as HOPE-Net [10]. The average error estimated HOPE-Net’s hand pose on the FPHA [11] dataset was 8.61mm. This dataset have not been evaluated and compared with 3D CNNs appeared earlier as HPN [12], V2V [13], PtoP [14]. HPN, V2V, PtoP are the deep networks that the estimated results are high accuracy (the average of 3D joint error is 10.5 mm, 7.49mm, 7.71mm on the NYU dataset) on the datasets that captured the surveillance camera at the front view or top view. These CNNs estimate the joints of the hand based on point cloud data, it is the same as the real world. Currently, this data is collected from various types of depth sensors such as MS Kinect, Real scene, Creative Interactive Gesture.

The main contributions in our paper are as follows:

- An extension from the previous work [15] on 3D hand pose estimation are proposed. In this study, we deploy an end-to-end frame-work for 3D hand pose estimation from complex scene data that are obtained from the egocentric sensor. The proposed frame-work is a combination of the pre-processing step for the separating hand region in the complex scenes and a 3D CNN estimating a hand pose from the point cloud data.
- To adapt challenges when estimating hand poses from missing, obscured data, especially estimating the joints of the hands in the three dimension space, we performed the fine-tuning HPN, V2V, PtoP on the egocentric datasets such as CVAR [16], FPHA [11]. These CNNs achieve good estimation results because the training features are extracted from the point cloud data (3D data) of hand. In [15] we only evaluated performances of hand-pose estimation with the CVAR [16]. In this study, we expand the evaluations to the FPHA dataset. It is a large dataset with more complexity. Particularly, we evaluated multiple configuration schemes for training and testing samples.
- The evaluations are performed and shown on 3-D point cloud data. This type of data are more precisely and closed to the real world expressions. In relevant works (e.g., in Doosti’s study [10]), the estimation results are presented in color images. These presentations do not present intuitively poses and limit observing hand/joints in occlusion cases.

The paper is organized as follows: Section I introduces 3D hand pose estimation methods and the application. Section II discusses the related work by the methods, results, sensors, and the egocentric datasets. Section III presents 3D hand pose estimation by 3D CNNs. Section IV presents, discusses the experimental results of 3D hand pose estimation. Section V discusses the conclusion and future work of this paper.

II. RELATED WORKS

The studies of estimating, restoring the full 3D hand skeleton, and pose involve many applications, the studies are heavily listed in the survey of Rui et al. [17]. This is a very comprehensive listing of 3D hand pose estimation and related studies: hand detection, hand tracking, hand parsing, fingertip detection, hand contour estimation, hand segmentation, gesture recognition. The challenges of estimating hand pose are also presented in the study of Rui et al. [17]: low resolution, self-similarity, occlusion, incomplete data, annotation difficulties, hand segmentation, real-time performance. 3D hand pose estimation is usually based on depth data obtained from depth sensors. The first table of research by Li et al. [17] lists 19 popular depth sensors that can collect depth data produced between 2010 and 2018 and
depth technology, measurement range, the maximum speed of depth data collection are also presented.

The depth sensors are divided into groups. In particle, the weight, the range limitation, and frame rate of the sensors have been improved. The weight, range limitation, and frame rate of MS Kinect v1 (2010) are about 907 grams, 0.5–4.5m, 30fps, respectively; The Intel real scene D435 (2018) are about 150 grams, 0.11–10 m, 90fps, respectively [17]. From this, the quality of the data collected is better.

For the hand pose estimation, Rui et al. [17] has presented three methods to solve 3D hand pose estimation: model-based method, appearance-based method, hybrid method. In which Erol et al. [18] also introduced two main methods (model-based method, appearance-based method) to solve this problem in the 2D space. The model-based method compares the hypothetical hand poses and the data obtained from the cameras. The comparison is evaluated based on objective function measures the discrepancy between the actual observations and the observations that are expected from the generative hand model. The appearance-based method based on learning the characteristics from the observations to a discrete set of the annotated hand poses. The model of training the annotated hand poses is the ability of the discriminative classifier or regression model to describe invariant characteristics of hand pose as a map of the joints of the fingers.

Estimating 3D hand pose has been interested in research with a large community in recent years, especially the method using CNNs. Doosti et al. [19] has been presented, there are two methods for estimating 3D hand pose: depth-based method and RGB-based method. In the depth-based method divided into two branches is to estimate the joints on the depth map of the image depth as researchers of Oberweger et al. [20], Zhang et al. [21], Wan et al. [22]; converting the depth image data to the point cloud data and estimate on it as researchers of Liuhao et al [23], Wan et al. [24], Ge et al. [25]. The RGB-based method trains the position of the annotated joints on the color image, then predicts the positions of the joints on the 2D heat map. Finally, the regression of the 3D position of the joints is based on a synthesized of joints data or projected to 3D space through the depth image and point cloud data, respectively. Recently, the study of Doosti et al. [10] has very good results of 3D hand pose estimation on FPHA dataset (the average error is 6.81mm). This study used the ResNet10 to predict the initial 2D coordinates of the joints, after that using the graph convolution to estimate the better 2D pose. And then the predicted joints are passed to Graph U-Net [26] to find the 3D hand joints.

To evaluate the hand pose estimation methods, Rui et al. [17] proposed an evaluation experiment as shown in 4th figure of research by Li et al. [17]. In particular, the benchmark datasets for evaluating 3D hand pose estimation were also presented: NYU [8], ICVL [27], and MSRA [28].

Another good survey of hand pose estimation is the study of Barsoum [29]. In this study, the author also conducted surveys on three methods to perform hand pose estimation from the depth image: appearance-based method is shown.
III. 3D HAND POSE ESTIMATION FROM EGOCENTRIC VISION DATASETS

Different from previous studies by using CNNs for 3D hand pose estimation, they are evaluated on MSRA, NYU, ICVL datasets. These datasets are detected and segmented the human hands, as illustrated in Figure 6. In this paper, we have fine-tuning the HPN, V2V, PtoP to estimate 3D hand pose on the CVAR [16], FPHA [11] datasets. Before re-train the estimation model for 3D hand pose estimation on the CVAR dataset, as illustrated in Figure 4. We propose a simple pre-processing step to segment the hand data in the complex scenes. At the same time, we also re-trained and evaluated 3D hand pose estimation on the FPHA dataset that based on the 3D annotation of hand joints.

1. Hand segmentation from egocentric vision data

Previous studies on 3D CNNs estimated the hand pose on the hand data which have been segmented with data of the complex scenes. Ge et al. [14] used a single hourglass network [38] to detect 2D hand joint locations on the 2D heat-map of RGB image and use the corresponding depth information for hand segmentation. Ge et al. [12] used the random decision forest (RDF) [9] to segment the data of hand on the depth image. The presented methods of hand segmentation with the complex scene are complex, time consuming for feature extraction, hand model training.

Based on the contextual, as illustrated in Figure 3. The data of hand and the complex scene are collected from the egocentric vision sensor. Before performing 3D hand pose estimation from the point cloud data, we propose a pre-processing step to segment the hand from the complex scene data, as shown in Figure 4. The depth image contains the depth value of the hand data is the closest (the hand is closest to the sensor). From there we use a threshold $d_{\text{thres}}$ which is the maximum depth value of the hand to segment the data of the hand and other data in the complex scene. The data segmentation algorithm on depth image obtained from egocentric vision is presented in Algorithm 1.

2. 3D hand pose estimation by Point Cloud-based

Different from previous CNN 3D hand pose estimation methods that take 2D images [22] or 3D volumes [25] as the input, the HPN, V2V, PtoP processes directly on the point cloud data generated from the depth images. The point cloud data of the segmented hand is represented by the Kd-tree [39] structure when used the HPN, V2V, PtoP on the MSRA, NYU, ICVL datasets.

a) HPN for 3D hand pose estimation

From this structure, it is possible to exploit the feature of the normal vector of points on the point cloud data. Due to a large number of points on the point cloud data and
Algorithm 1: The data segmentation algorithm on the depth image obtained from egocentric vision, based on the threshold.

**Data:** Depth image $I_d$

**Result:** Depth image $I_h$

1. $w = \text{width}(I_d)$;
2. $h = \text{height}(I_d)$;
3. $I_h = \text{zeros}(w, h)$;
4. for $i=1$ to $w$
5. for $j=1$ to $h$
6. $D_{\text{value}} = I_d(i, j)$;
7. if $D_{\text{value}} > 0$ and $D_{\text{value}} < d_{\text{thres}}$
8. $I_h(i, j) = D_{\text{value}}$;
9. else
10. $I_h(i, j) = 0$;
11. end
12. endfor
13. endfor

The data segmentation algorithm on the depth image obtained from egocentric vision, based on the threshold.

**Input:** Depth image $I_d$

**Output:** Depth image $I_h$

1. $w = \text{width}(I_d)$;
2. $h = \text{height}(I_d)$;
3. $I_h = \text{zeros}(w, h)$;
4. for $i=1$ to $w$
5. for $j=1$ to $h$
6. $D_{\text{value}} = I_d(i, j)$;
7. if $D_{\text{value}} > 0$ and $D_{\text{value}} < d_{\text{thres}}$
8. $I_h(i, j) = D_{\text{value}}$;
9. else
10. $I_h(i, j) = 0$;
11. end
12. endfor
13. endfor

The input point cloud is first transformed into OBB space, then these points are shifted to have zero mean and scaled to a unit size as follows Eq. (1).

$$p^{\text{obb}} = (R_{\text{obb}}^\text{ori})^T \cdot p^\text{ori} = (\overline{p}^\text{obb} - \overline{p})/L_{\text{obb}}$$

where $R_{\text{obb}}^\text{ori}$ is the rotation matrix of the OBB in camera coordinate system; $p^\text{ori}$ and $p^{\text{obb}}$ are 3D coordinates of point $p$ in camera coordinate system and OBB coordinate system, respectively; $\overline{p}$ is the centroid of point cloud $\{p^i\}_{i=1}^N$; $L_{\text{obb}}$ is the maximum edge length of OBB; $p_n^{\text{nor}}$ is the normalized 3D coordinate of point $p$ in the normalized OBB coordinate system.

HPN is based on the PointNet [40], [41], it exploits the hierarchical PointNet for 3D hand pose estimation. The input of HPN is a set of normalized points $PO$, as presented in Eq. (2).

$$PO = \{p_i\}_{i=1}^N = \{p_i^{\text{nor}}, n_i^{\text{nor}}\}_{i=1}^N$$

where $p_i$ is the 3D coordinate of the normalized point and $n_i^{\text{nor}}$ is the corresponding 3D normal vector of $p_i$; $N$ is the number of points of the standardized hand point cloud data then fed into a hierarchical PointNet [40].

The first two levels of group input points, as shown in Figure 4 (top branch), are $N_1 = 512$ and $N_2 = 128$ local regions, respectively and extract $C_1 = 128$ and $C_2 = 256$ dimensional features for each local region, respectively. Each local region contains $k = 64$ points. The last level extracts a 1024-dim global feature vector which is mapped to an F-dim output vector by three fully-connected layers. The PointNet is designed to output an F-dim ($F < 3 \times M$) representation of the estimated 3D hand pose.

In the training process, HPN given the training samples with the normalized point cloud and the corresponding ground truth 3D joint locations $(p_{\text{ori}}^\text{nor}, \gamma_{\text{ori}})$, where $\gamma$ represents the hand pose regression PointNet; $\lambda$ is the regularization strength; $\alpha_t$ is an F-dim projection of $\gamma_{\text{ori}}$. By performing PCA on the ground truth 3D joint locations in the training dataset, the network can obtain $\alpha_t = E^T(\gamma_{\text{ori}} - u)$, where $E$ is the principal component, and $u$ is the empirical mean.

In the testing process, the estimated 3D joint locations are reconstructed from the HPN outputs, as shown in Eq. (4).

$$\tilde{\gamma}_{\text{nor}} = E(\alpha_{\text{nor}} \hat{\theta}^* + u$$

b) PtoP for 3D hand pose estimation

Just like the two methods presented, the input to estimate PtoP’s 3D hand pose is also the point cloud data. To predict the hand poses that use the regression approach they are often require learn a highly non-linear mapping. However, if learning on all points in the point set is unnecessary and may make the per-point votes noisy, especially the training time is high. The main contributions of PtoP are to generate point-wise estimations of hand joint locations from the point cloud, which is able to better utilize the local evidence. The point-wise estimations can be defined as the offsets from points to hand joint locations. The process of estimating the offset of the hand joints is illustrated...
in 2th figure of research by Ge et al. [14]. PtoP uses the hierarchical PointNet [40] for learning heat-maps and unit vector fields on 3D point cloud. They are defined in Eq. (5) and Eq. (6), respectively.

\[
H(p_i, \phi_j^*) = \begin{cases} 
1 - ||\phi_j^* - p_i||/r & p_i \in \phi_j^* \\
\text{and } ||\phi_j^* - p_i|| \leq r, & \text{otherwise;}
\end{cases} 
\]

\[
U(p_i, \phi_j^*) = \begin{cases} 
(\phi_j^* - p_i)/||\phi_j^* - p_i|| & p_i \in \phi_j^* \\
\text{and } ||\phi_j^* - p_i|| \leq r, & \text{otherwise;}
\end{cases}
\]

where \( H \) is the heat-map of the neighboring points with the ground truth hand joint location; \( U \) is unit vector field/normal vector of the neighboring points with the ground truth hand joint location; \( \phi_j^* \) is a set of K-Nearest Neighboring points (KNN) of the ground truth hand joint location; \( p_i \) is a set of points that want to estimate the offset; \( r \) is the maximum radius of ball for nearest neighbor search.

To get standard data as input to CNN, this method also performs the data normalization process to unify the view direction and size of the data. PtoP creates an Oriented Bounding Box (OBB) from the 3D point cloud and transforms the 3D points into the OBB coordinate system, as shown in Figure 4. Standardized point cloud data is between -0.5 and 0.5 and includes 1024 points. The network architecture of PtoP uses a single hierarchical PointNet [40]. Base on the stacked hourglass networks method, PtoP uses two-stacked hierarchical PointNet modules end-to-end to boost the performance of the network with the same hyper-parameters. The architecture of the two stacks is shown in 4th figure of research by Ge et al. [14]. To supervise the training process of the two-stacked hierarchical PointNet, PtoP uses the loss function which is defined in 4th equation of research by Ge et al. [14].

c) V2V for 3D hand pose estimation

As shown in Figure 4 (bottom branch), the input of V2V method is 3D voxelized data. Thus, it reprojects each pixel of the depth map to the 3D space. After reprojecting all depth pixels, the 3D space is discretized based on the pre-defined voxel size. V2V-PoseNet is based on the hourglass model [38] and is designed to be divided into four volumetric blocks. The first volumetric basic block includes a volumetric convolution, volumetric batch normalization, and the activation function. This block is located in the first and last parts of the network. The second volumetric residual block extended from the 2D residual block in [42]. The third volumetric downsampling block that is identical to a volumetric max pooling layer. The last block is the volumetric upsampling block, which consists of a volumetric deconvolution layer, volumetric batch normalization layer, and the activation function.

Each phase of V2V-PoseNet method presented in Figure 4. Each phase consists of four blocks: Volumetric residual block, Volumetric downsampling block, Branch split, Voxel-wise addition. Therein, the volumetric downsampling block reduces the spatial size of the feature map while the volumetric residual block increases the number of channels in the encoder phase. Otherwise, the volumetric upsampling block enlarges the spatial size of the feature map. When upsampling, the network decreases the number of channels to compress the extracted features. To predict each keypoint of the hand in 3D space through two stages: encoder, decoder. They are connected together by the voxel-wise. To supervise the per-voxel likelihood in the estimating process, V2V generates 3D heat-map, wherein the mean of Gaussian peak is positioned at the ground truth joint location in Eq. 7.

\[
D^*_n(i, j, k) = \exp\left(-\frac{(i - i_n)^2 + (j - j_n)^2 + (k - k_n)^2}{2\sigma^2}\right) \tag{7}
\]

where \( D^*_n \) is the ground truth 3D heatmap of \( n \)th keypoint, \((i_n, j_n, k_n)\) is the ground truth voxel coordinate of \( n \)th, and \( \sigma = 1.7 \) is the standard deviation of the Gaussian peak [13]. V2V also uses the mean square error as a loss function \( L \) in Eq. 8.

\[
L = \sum_{n=1}^{N} \sum_{i,j,k} ||D^*_n(i, j, k) - D_n(i, j, k)||^2 \tag{8}
\]

where \( D^*_n \) and \( D_n \) are the ground truth and estimated heatmaps for \( n \)th keypoint, respectively, and \( N \) denotes the number of keypoints.

IV. EXPERIMENTAL RESULTS

1. Datasets

In this paper, we conduct fine-tuning and evaluation on two egocentric vision datasets as following.

CVAR dataset [16] has more than 2000 depth frames of several egocentric sequences of six subjects. It captured from Creative Senz 3D, with intrinsics \( fx = 224.5, fy = 230.5, ux = 160, uy = 120 \) and contains several sequences of a single person. 3D annotations are made with 21 joint points, as illustrated in Figure 9. The size of the image is 320 \times 240 pixels. The authors proposed a semi-automated the application that makes it easy to annotate sequences of articulated poses in the 3D space. This application asks
a human annotator to provide an estimate of the 2D re-projection of the visible joints in frames they are called reference frames. It proposes a method to automatically select these reference frames to minimize the annotation effort, based on the appearances of the frames over the whole sequence. It then uses this information to automatically infer the 3D locations of the joints for all the frames, by exploiting appearance, temporal and distances constraints. Figure 7 (top row) presents the depth images, the corresponding segmented human hands (bottom row), respectively.

**CVAR dataset**

![Depth image](image1)

![Mask image](image2)

**Figure 7:** Illustration of CVAR [16] dataset.

**FPHA dataset** (First-Person Hand Action Dataset) [35] includes 100K frames, involving 26 different objects in several hand configurations. This dataset is collected from 6 people (6 subjects), 45 daily hand action categories, each action is collected from 3 to 9 times (instances), for a total of 1175 action sequences. It is captured from the Intel RealSense SR300, the size of color data is 1920x1080 pixels with .jpeg format and the size of depth data is 640x480 pixels with .png format, as illustrated in Figure 8. It also provided 3D hand joints annotation by the MOCAP system with 21 joints, as illustrated in Figure 9.

![Mo-cap system](image3)

**Figure 8:** Illustration of FPHA [35] dataset. The MOCAP system used to make 3D hand joints annotation.

In this paper, to see the effect of the pre-processing step before performing 3D hand pose estimation. We evaluated the hand pose estimation on the segmented and cropped hand/no segmented hand data in the complex scenes of the CVAR dataset. On the FPHA dataset, the hand holds the object so the hand and object data are stuck together. Therefore, we perform fine-tuning and estimation on the cropped hand data based on the annotation data of the hand. This data is the same as the non-segmented hand data on the CVAR dataset.

2. CNNs parameters and evaluation measurement

We perform experiments on PC with Core i5 processor - RAM 8G, 4GB GPU. Pre-processing steps were performed on Matlab, fine-tuning, and development process in Python language on Ubuntu 18.04.

**Hand PointNet parameters:**

For training PointNets, we use Adam [43] optimizer with initial learning rate 0.001, batch size 8, and regularization strength 0.0005. The learning rate is divided by 10 after 50 epochs. The training process is stopped after 60 epochs. The number of PCA components is 42, the size of KNN search is 64. The square of radius for ball query in level 1, level 2 is 0.015, 0.04, respectively. This set of parameters is the same as in the experiment of [12]. Implementation details of HPN are shown in the link ¹.

**V2V-PoseNet parameters:**

This deep network is developed in the PyTorch framework. This deep network also uses the optimizer method of Adam [43]. To standardize data for training, V2V rotates [-40, 40] degrees in XY space, scale [0.8, 1.2] in 3D space, and translate with the size of voxels [-8, 8] in 3D space. We trained the model for 15 epochs. Implementation details of V2V are shown in the link ².

**Point-to-Point Regression PointNet parameters:**

The deep neural network models are implemented within the PyTorch framework. This deep network also uses the optimizer method of Adam [43], the learning rate 0.001, batch size 8, momentum 0.5 and weight decay 0.0005. The learning rate is divided by 10 after 30 epochs. The training process is stopped after 60 epochs. Implementation details of PtoP are shown in the link ³.

**Evaluation measure:**

Like the evaluations of the previous 3D hand pose estimation method, we used the average 3D distance error (as shown in Eq. 9) to evaluate the results of the 3D hand pose estimation on the datasets.

\[
\hat{Err}_a = \frac{1}{N_{nn}} \sum_{n=1}^{N_{nn}} \frac{1}{21} \sum_{k=1}^{21} DIS(p_g, p_e) \quad (9)
\]

¹https://github.com/3huo/Hand-Pointnet.
³https://github.com/ataata107/Point-to-Point-Regression-Hand-Pose.
where $DIS(p_g, p_e)$ is the distance between a ground truth joint $p_g$ and an estimated joint $p_e$; $Num_s$ is the number of testing frames. In this paper, we evaluated the 21 joints of hand pose, illustrated in Figure 9.

In this paper, we use the rate at approximately 1:4 for testing and training samples with the CV AR dataset. This ratio is based on the setup given in [16]. This means that on the CV AR dataset using 1733 samples for training and 433 samples for testing. For each trial, the training and testing samples are selected randomly.

On the FPHA dataset, we used five configurations for training and testing. The first configuration used "Subject2", "Subject4", "Subject5", "Subject6" with 72260 samples for training and "Subject3" with 15770 samples for testing (the ratio is at approximately 1:4 for testing and training model).

The second configuration (Config_312) used the 3rd sequence in each subject "Subject1", "Subject2", "Subject3", "Subject4", "Subject5", "Subject6") for testing (23704 samples), the 1st sequence in each subject for validation (27097 samples) and remaining for training (54658 samples) (the ratio is at approximately 1:3 for testing and training model). The selection of samples was based on HOPE-Net [10] evaluations on the FPHA dataset.

The third configuration (Config_123) used the 1st sequence in each subject ("Subject1", "Subject2", "Subject3", "Subject4", "Subject5", "Subject6") for testing (27097 samples), the 2nd sequence in each subject for validation (25475 samples) and remaining for training (52887 samples) (the ratio is at approximately 1:2.5 for testing and training model).

The fourth configuration (Config_213) used the 2nd sequence in each subject ("Subject1", "Subject2", "Subject3", "Subject4", "Subject5", "Subject6") for testing (25475 samples), the 1st sequence in each subject for validation (27097 samples) and remaining for training (52887 samples) (the ratio is at approximately 1:2.5 for testing and training model).

The fifth configuration (Config_321) used the 3rd sequence in each subject ("Subject1", "Subject2", "Subject3", "Subject4", "Subject5", "Subject6") for testing (23704 samples), the 2nd sequence in each subject for validation (25475 samples) and remaining for training (56280 samples) (the ratio is at approximately 1:2.5 for testing and training model).

In this paper, we have evaluated with many different sampling configurations training and testing 3D hand pose estimation models. From the second configuration to the fifth configuration (this experiment is based on the multi-fold not just n-fold cross-validation), we only evaluate the cropped hand method.

3. Results and Discussions

Like the evaluation of 3D hand pose estimation results shown in the 2nd table of research by Yoo et al. [44], we also use the 3D distance error (mm) to evaluate the estimation results on CV AR and FPHA datasets with the five configurations. The average 3D distance error and the average processing time on the first configuration are shown in Table I, II, respectively.

The processing time of 3D hand pose estimation is shown in Table II. This time includes the hand segmentation time or the cropping hand time on the depth image. The distribution of the average 3D distance error when evaluating on CV AR dataset is presented in Figure 10.
TABLE I: The average 3D distance error (mm) of HPN [12], V2V [13], PtoP [14] on the CVAR, FPHA (the first configuration) datasets for 3D hand pose estimation when using the hand segmentation and the cropped hand.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CVAR</td>
<td>Hand segmentation</td>
<td>77.53</td>
<td>100.58</td>
<td>45.27</td>
</tr>
<tr>
<td></td>
<td>Cropped hand</td>
<td>450.87</td>
<td>184.88</td>
<td>617.99</td>
</tr>
<tr>
<td>FPHA</td>
<td>Cropped hand</td>
<td>144.16</td>
<td>241.23</td>
<td>121.74</td>
</tr>
</tbody>
</table>

TABLE II: The average processing time (ms) of HPN [12], V2V [13], PtoP [14] to estimate a 3D hand pose on the CVAR dataset when using the hand segmentation and the cropped hand.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Processing time</td>
<td>12.44</td>
<td>504.22</td>
<td>197.81</td>
</tr>
<tr>
<td>Hand segmentation</td>
<td>17.26</td>
<td>638.25</td>
<td>198.52</td>
</tr>
<tr>
<td>Cropped hand</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Based on the results in Table I and Figure 10 when using the hand segmentation, the estimated error of joints in the 3D space on the CVAR dataset is more than 9 times higher than the errors on the MSRA dataset, more than 7 times the error on the NYU dataset, 11 times the error on the ICVL dataset, respectively. This problem starts from the complexity of the CVAR dataset, the data of the hand is obscured, is missing because the view direction of the sensor only sees the palm, the data of the fingers is obscured, as shown in Figure 11. Another problem is that the depth value of the hand data on the CVAR dataset is larger than the MSRA, NYU, ICVL. For example, the minimum hand depth value of 10 frames on CVAR is about 510 mm while the minimum hand depth value of 10 frames on MSRA is about 350 mm. This means that the hand on the CVAR dataset is far more sensor than the MSRA dataset.

Figure 11 illustrates the result of estimating 3D hand pose on the obscured data by these fingers in the CVAR dataset. Although on the segmented hand there is little data noise, as illustrated in Figure 11. However, this data is few and not far from the hand data, so the estimation range of the hand pose is not much larger, so the estimation results when using the hand data segmentation is better more than in the case of not using the hand data segmentation.

When the hand data is not segmented in a complex scene the error is greatly increased (from 77.53 to 450.87 on the CVAR dataset), as shown in Table I and illustrated in Figure 12. This result is greatly increased because the estimated space for 3D hand joints on the non-segmented data is very large and there is a high dimension in the 3D space.

Figure 12: Illustration of estimation result on the hand data that cropped/did not segmented in the complex scene. (a) is the depth image data of the hand cut based on the ground truth data; (b) is point cloud data that has not been sample reduced; (c) is the point cloud data that is sampled and normalized, the ground truth skeleton/joints data; (d) is 3D hand pose estimation results based on standardized data based on HPN (black skeleton). The data areas marked with red circles are data of other objects in the complex scene.

Figure 13: Illustration of 3D hand pose estimation result on the hand data when using hand segmentation and the cropped hand/not use hand segmentation in the complex scene that base on the V2V method. The blue points are the point cloud data of the hand without sample reduction and data normalization. The red skeleton is 3D ground truth of hand pose, the black skeleton is 3D hand pose estimation.
The estimated 3D hand joints error and error distribution on the FPHA dataset with the first configuration are shown in Table I and Figure 14, respectively. The estimated 3D hand joints error is from 144.16 to 241.23 mm.

The second configuration to fifth configuration results on the testing sets is shown in Table III. Although the estimated error was much lower than the results in the first configuration. However, their results are many times higher than the estimated results using HOPE-Net (6.81 mm). The estimated results improved due to the posture learning of 6 people performing the activities. In the first configuration, only five people can learn the activities. Each person has a different hand size, while performing the same activity, each person’s style is different. Especially, the training is done on 3D joint data, so it contains many challenges. The results of the FPHA dataset were evaluated on five configurations, in HOPE-Net only evaluated on a configuration similar to Configu_312, but only evaluated on about 1000 samples. In this paper, we evaluate the entire dataset.

The estimated 3D hand pose estimation on the FPHA [35] dataset when not use the hand segmentation. The top line is based on HPN method; The mid line is based on V2V method; The bottom line is based on PtoP method.

Figure 16 presented the average 3D distance error (mm) on each epoch of HPN that is based on the second configuration to the fifth configuration. Figure 15 shows the results of 3D hand pose estimation of HPN, V2V, PtoP projected from 3D data to color image.

Table III: The average 3D distance error (mm) of HPN [12], V2V [13], PtoP [14] on the FPHA dataset with Configu_312, Configu_123, Configu_213, Configu_321 for 3D hand pose estimation when using the cropped hand.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Measurement</th>
<th>HPN</th>
<th>V2V</th>
<th>PtoP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Configu_312</td>
<td>Average of 3D joints error (mm)</td>
<td>135.54</td>
<td>115.34</td>
<td>154.33</td>
</tr>
<tr>
<td>Configu_123</td>
<td>140.26</td>
<td>123.85</td>
<td>160.48</td>
<td></td>
</tr>
<tr>
<td>Configu_213</td>
<td>139.42</td>
<td>112.78</td>
<td>188.72</td>
<td></td>
</tr>
<tr>
<td>Configu_321</td>
<td>147.86</td>
<td>129.46</td>
<td>179.82</td>
<td></td>
</tr>
</tbody>
</table>

All three CNNs (HPN, V2V, PtoP) that we use for training and estimating 3D hand pose are in feature-based methods. Estimation results always depend entirely on the characteristics learned from the datasets. Therefore, the estimation results depend on the features learned from the two datasets (CVAR, FPHA). The fact that FPHA is a dataset which is constructed with many activities in daily life. These activities are performed in a natural way. The features are calculated and extracted based on the point data.
cloud data (3D data) of the hand data as illustrated in Figure 4. Utilizing the trained models, one can easily deploy transfer learning for a new hand pose dataset. For instance, another method such as HOPE-Net utilizing trained model from FPHA to detect the key points on an RGB image and then deploy the Adaptive Graph U-Net technique to estimate the detected key points into 3D space. Because it always take time and label costs to prepare ground-truth of 3-D hand pose datasets. In literature works, there is not so many available datasets which support 3-D hand pose estimation/3-D hand pose datasets. In the literature works, there is not so many available datasets which support 3-D hand pose estimation. In particular, the results show that when using 3D CNNs to estimate the hand pose on the point cloud data, there is a large mean error (greater than 100mm). The results are displayed on the CVAR dataset, illustrated in the point cloud data and projected onto the color image on the FPHA dataset.

V. CONCLUSION

Estimating the 3D hand pose from image data obtained from egocentric vision is an issue that contains many challenges. Most recent studies of 3D hand pose estimation using CNNs were evaluated on simple datasets such as MSRA, NYU, ICVL. These datasets have the data of hands that are complete. However, in practice developing the human assistance systems, such as assistance systems that grasping objects in complex environments, the sensors are often mounted on the person. So the hand data is often obscured by the objects or only the palm area is visible. To see the challenges in these data for fully estimating/restoring hands pose in the 3D space. We proposed a complete pipeline for estimating 3D hand pose from the complex scene data obtained of the egocentric sensor and performed an experiment using the common CNNs (HPN, V2V, PtoP) to estimate hand pose on the datasets obtained from an egocentric vision sensor (CVAR, FPHA datasets). The result found that the 3D hand pose estimation error is increased many times compared to the estimate on the full hand data datasets when using the hand segment and cropped hand/not using the hand segment. We evaluated the 3D hand pose estimation results across various configurations and all frames of the FPHA dataset. In particular, the results show that when using 3D CNNs to estimate the hand pose on the point cloud data, there is a large mean error (greater than 100mm). The results are displayed on the CVAR dataset, illustrated in the point cloud data and projected onto the color image on the FPHA dataset.
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