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Abstract: In 1993, Agrawal et al. proposed the first al-
gorithm for mining traditional frequent itemset on binary
transactional database with unweighted items - This algorithm
is essential in finding hindden relationships among items in
your data. Until 1998, with the development of various types
of transactional database - some researchers have proposed a
frequent itemsets mining algorithms on transactional database
with weighted items (the importance/meaning/value of items
is different) - It provides more pieces of knowledge than
traditional frequent itemsets mining. In this article, the au-
thors present a survey of frequent itemsets mining algorithms
on transactional database with weighted items over the past
twenty years. This research helps researchers to choose the
right technical solution when it comes to scale up in big data
mining. Finally, the authors give their recommendations and
directions for their future research.
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I. INTRODUCTION

Association rule mining is an important technique in data
mining. The goal of mining is to discover relationships
between data values in a dataset. The first model of
association rule mining is the binary model, which is also
known as the fundamental model, was proposed in 1993
by Agrawal et al. [1] to analyse data transaction, detect
relationships between items sold in supermarkets. From
there, they can have a reasonable investment and business
plan, and organize the sales counter to have revenue in the
most profitable trading sessions. In addition, this knowledge
can be applied to predict the number of upcoming best-
selling items and customer shopping trends. Synthesizing
this knowledge to plan operations, production and business
in a more convenient way will reduce the time for statistics,
market research, etc.

The proposed algorithms for association rule mining are
divided into two phases:

Phase 1: Find all itemsets that satisfy the minimum
support threshold minsup. This phase takes a lot of time
to process.

Phase 2: Generate association rules in turn from itemsets
that satisfy minsup in phase 1 and these association rules
must satisfy minimum confidence threshold minconf.

Agrawal has proposed the Apriori algorithm [2] - Fre-
quent Itemsets (FI) mining, an algorithm that scans the data
many times and has an exponential complexity. To improve
the time in frequent itemsets mining, many researchers have
proposed an efficient frequent itemsets mining algorithm
based on the storage structures that reduce the search
space such as SE-Tree [8], Prefix-Tree [4], IT-Tree [6], FP-
Tree [3], etc. However, in practice, generating the frequent
itemsets is time consuming and has a very large number of
itemsets. Therefore, some researchers have proposed mining
the Closed Frequent Itemsets (CFI) with fewer frequent
itemsets such as A-Close [5], Charm [6], etc. Meanwhile,
some other scientists also proposed mining the Maximal
Frequent Itemsets (MFI) such as Pincer-Search [7], Max-
Miner [8], etc. In some practical applications, to apply FI,
CFI and MFI costs a lot of computation as well as a large
number of frequent itemsets. Bayardo proposed mining
the Maximum Length Frequent Itemsets (LFI) which is
a subset of the frequent itemsets FI and contains only
frequent itemsets of maximum length like the DepthProject
[9], MAXLEN-FI [10], etc.

In the last years of the 20th century, along with the de-
velopment of diverse transaction data and inheritance from
Agrawal’s traditional frequent itemsets mining; Ramkumart
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et al. have proposed the WIS algorithm [11] that mines
the frequent itemsets with weighted items (the importance
/ significance level of the items is different) containing
more knowledge than the traditional frequent itemsets min-
ing (without weighted of items). Besides, Cai et al. also
proposed MINWAL algorithm [12] to solve the above
problem. After that, many authors researched and proposed
algorithms [13-21] to solve this problem. However, all
algorithms approach and solve in the direction of satisfying
the “downward closure property”. In 2011, Huai et al.
proposed the WHIUA algorithm [22] which, following the
Apriori approach and “not satisfy the downward closure
property”, significantly increases the search space - this
is a big challenge for researchers of data mining. In the
next decade, a number of algorithms were proposed such
as IWFP [23], PWA [27], WAC [30], etc. but most of them
still solve the problem in the direction of satisfying the
“downward closure property” and the algorithm are similar
to traditional frequent itemsets mining. Therefore, it has
motivated the authors to research and summarize a number
of algorithms for mining frequent itemsets on weighted
transaction data proposed in the period 1998 to present.

In Part II, the article presents the basic concepts of as-
sociation rule mining, frequent itemsets, Apriori algorithm
and common data structures. In Part III, we summarizes
some algorithms for mining frequent itemsets on transaction
database with weighted items over the years. Discussion and
recommendations are presented in Part IV; Conclusions and
development directions are presented in Part V.

II. THE BASIC CONCEPTS

1. Mining association rules

Let 𝐼 = {𝑖1, 𝑖2, . . . , 𝑖𝑚} be a set of 𝑚 proper-
ties, each property is called an item. The set 𝑊 =

{𝑤1, 𝑤2, . . . , 𝑤𝑚} ,∀𝑤 𝑗 ≥ 0 is the weight (signifi-
cance/importance) of each item. The set of items 𝑋 =

{𝑖1, 𝑖2, . . . , 𝑖𝑘} ∀𝑖 𝑗 ∈ 𝐼 (1 ≤ 𝑗 ≤ 𝑘) is called itemset,
itemset with 𝑘 items is called 𝑘 -itemset. D is trans-
action database, including 𝑛 distinct records called set
of transaction 𝑇 = {𝑡1 , 𝑡2,...,𝑡𝑛

}
, each transaction 𝑡𝑘 ={

𝑞1𝑖𝑘1 , 𝑞2𝑖𝑘2 , . . . , 𝑞𝑚𝑖𝑘𝑚
}
, 𝑖𝑘 𝑗

∈ 𝐼
(
1 ≤ 𝑘 𝑗 ≤ 𝑚

)
and 𝑞 𝑗 ≥ 0

is the quantity/probability of item 𝑖𝑘 𝑗 in transaction 𝑡𝑘 .
Definition 1: Let 𝑋,𝑌 ⊆ 𝐼 with 𝑋 ∩ 𝑌 = ∅, the associ-

ation rule is a implication of the form 𝑋 → 𝑌 , satisfying
two given thresholds (minsup - minimum support; minconf
- minimum confidence), where 𝑋 is called the antecedent
and Y is the consequent.

Definition 2: The support of itemset 𝑋 ⊆ 𝐼, denoted
sup(𝑋)− the ratio between the number of transactions in

TABLE I
TRANSACTION DATABASES CLASSIFICATION

Data type Feature description

Binary (traditional) ∀𝑤 𝑗 = 1, ∀𝑞 𝑗 = 1 (1 ≤ 𝑗 ≤ 𝑚)
Uncertain (Fuzzy) ∀𝑤 𝑗 , 𝑞 𝑗 ∈ [0, 1] (1 ≤ 𝑗 ≤ 𝑚)

Unweighted quantity and item ∀𝑤 𝑗 = 1, ∀𝑞 𝑗 ≥ 0 (1 ≤ 𝑗 ≤ 𝑚)
Weighted quantity and item ∀𝑤 𝑗 ∈ [0, 1], ∀𝑞 𝑗 ≥ 0 (1 ≤ 𝑗 ≤ 𝑚)

Weighted item* ∀𝑤 𝑗 ∈ [0, 1], ∀𝑞 𝑗 = 1 (1 ≤ 𝑗 ≤ 𝑚)

(*) In this article, the authors only focus on surveying the research
related to the frequent itemsets on transaction database with weighted

items.

D containing 𝑋 and 𝑛 transactions.

sup(𝑋) = |{𝑡 ∈ 𝐷 | 𝑋 ⊆ 𝑡}|
𝑛

(1)

Definition 3: The support of the association rule 𝑋 →
𝑌 , denoted sup(𝑋 → 𝑌 )-the ratio between the number of
transactions in D containing {𝑋 ∪ 𝑌 } and 𝑛 transactions.

sup(𝑋 → 𝑌 ) = sup(𝑋 ∪ 𝑌 ) (2)

Definition 4: Confidence of association rule 𝑋 → 𝑌 ,
denoted con 𝑓 (𝑋 → 𝑌 ) - the ratio between the number
of transactions containing {𝑋 ∪ 𝑌 } and the number of
transactions containing 𝑋 in D.

conf (𝑋 → 𝑌 ) = sup(𝑋 ∪ 𝑌 )
sup(𝑋) (3)

When we say that the confidence of a rule is 95%, it
means that 95% of the transactions that contain the an-
tecedent 𝑋 also contain the consequent 𝑌 - “the conditional
probability that the event 𝑌 occurs is 95%”, with the con-
dition “event X occurs”. The confidence of the association
rule represents the correlation between the events 𝑋 and
Y. The confidence is used to measure the significance of
the rule. Usually in tasks, users are only interested in highl
confidence association rules.

Pseudocode 1: Association Rules Mining

Input: Transaction database D, minsup, minconf

Output: Association Rules

1. 𝐹𝐼 = {∅} //frequent itemset − Phase 1
2. For each 𝑍 ∈ 𝑃≥1 (𝐼) do
3. If sup(𝑍) ≥ minsup then
4. 𝐹𝐼 = 𝐹𝐼 ∪ 𝑍

5. 𝐴𝑅 = {∅} //Association Rules − Phase 2
6. For each 𝑓 𝑖 ∈ 𝐹𝐼 do
7. If con 𝑓 (𝑋 → { 𝑓 𝑖 \ 𝑋}) ≥ minconf then
8. 𝐴𝑅 = 𝐴𝑅 ∪ (𝑋 → { 𝑓 𝑖 \ 𝑋})
9. Return AR

(𝑃≥1 (𝐼) : all powerset of 𝐼 have at least one item)
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Algorithm 1 is divided into 2 phases
Phase 1: (Lines 1 to 4 ) this is the phase to find all

itemset that satisfy the minsup threshold;
Phase 2: (Lines 5 to 8 ) generate association rules from

itemset that satisfy minsup in phase 1 and these association
rules must satisfy minconf (association rule 𝑋 → { 𝑓 𝑖 \ 𝑋}
has the antecedent 𝑋 and the consequent 𝑌 = { 𝑓 𝑖 \ 𝑋}
satisfying 𝑋 ∩ 𝑌 = ∅).

Analyze space search algorithm 1:
Phase 1: transaction database D has |𝐼 | = 𝑚, all itemset

generated from I have at least one item - 𝑃≥1 (𝐼), we have
a space of combinations between items generated from
𝑚 items of 2𝑚 − 1, this is search space in phase 1 for
identifying itemsets that satisfy the minsup threshold.

Phase 2: after determining the set of combinations or
itemsets satisfying minsup, this phase generates association
rules from the itemsets in turn. Suppose, for itemset 𝑋 with
𝑚 items, 𝑙 (1 ≤ 𝑙 ≤ 𝑚 ) and 𝑟 (1 ≤ 𝑟 ≤ 𝑚−𝑙) are the number
of items in the precondition and the conclusion. Then, we
have 𝐶𝑚

𝑙
number of ways to choose the antecedent with

𝑙 items over 𝑚 items from itemsets 𝑋 and 𝐶𝑚−𝑙
𝑟 number

of ways to choose the consequent with 𝑟 items on (𝑚 − 𝑙)
items left from itemset 𝑋:

𝑚∑︁
𝑙

𝑚−𝑙∑︁
𝑟

𝐶𝑚
𝑙 𝐶

𝑚−𝑙
𝑟 (4)

Applying Newton’s triangle, equation (4) is rewritten as
follows:

𝑚∑︁
𝑙

𝑚−𝑙∑︁
𝑟

𝐶𝑚
𝑙 𝐶

𝑚−𝑙
𝑟 = 3𝑚 − 2𝑚+1 + 1 (5)

Most of the proposed association rule mining algorithms
focus on the improvement technique in phase 1 (determi-
nation of itemsets satisfying minsup). All these algorithms
assume that phase 1 takes the most time in the whole
association rule mining process. However, according to
the above analysis, phase 2 is more complex and has a
large generation space; or in the other words, in algo-
rithm 1, every phase is necessary to improve and enhance
calculating performance. For example, we have itemset
𝑋 = {𝐴, 𝐵, 𝐶}, 𝑚 = 3, the total number of association rules
generated from itemset 𝑋 as calculated by equation (5) is
𝐶3

1 ×
(
𝐶2

2 + 𝐶2
1
)
+𝐶3

2 ×
(
𝐶1

1
)
= 3 × (1 + 2) + 3 × (1) = 12,

that means for itemset 𝑋 have 3 items, it is necessary
to consider whether the 12 association rules satisfy the
minconf threshold or not. Similarly, if itemset 𝑋 has 4 items
(𝑚 = 4), then we need to consider 50 association rules that
satisfy minconf. In addition, the above analysis also clearly
shows that the search space in both phases does not depend
on the number of transactions of the dataset 𝐷 but only on
the number of items of the dataset mining.

TABLE II
ESTIMATING THE GENERATION SPACE OF COMBINATIONS AND THE

NUMBER OF ASSOCIATION RULES GENERATED FROM M-ITEMSET

m 10 20 30 40 50
𝑃1 210 − 1 220 − 1 230 − 1 240 − 1 250 − 1
𝑃2 310 − 211 + 1 320 − 221 + 1 330 − 231 + 1 340 − 241 + 1 350 − 251 + 1

𝑃2/𝑃1 57 3.325 191 × 103 11 × 106 637 × 106

𝑃1: the space for generating combinations (2𝑚 − 1) in
Phase 1;
𝑃2 : the number of association rules generated from 𝑚 -
itemset

(
3𝑚 − 2𝑚+1 + 1

)
in Phase 2.

Table II, shows that the ratio between the space generated
in Phase 2 and Phase 1 is very large when the number of
items are increased, that is Phase 2 has a very large space
compared to Phase 1.

Definition 5: Let 𝑋 ⊆ 𝐼, 𝑋 is called the frequent Denoted
FI is the set of the frequent itemsets.

Definition 6: Let 𝑋 ⊆ 𝐼, 𝑋 is called the Closed frequent
itemset − if 𝑋 is a frequent itemset and there is no parent
set of the same support. Denoted CFI is the set of closed
frequent item sets.

Definition 7: Let 𝑋 ⊆ 𝐼, 𝑋 is called the maximal
frequent itemset - if 𝑋 is a frequent itemset and there is no
parent set of frequent itemsets. Denoted MFI is the set of
the maximal frequent itemsets.

In addition, when it is necessary to mine the association
rules with the largest number of items, the researchers also
propose mining the frequent itemset of maximum length -
which is a subset of the maximal frequent itemset and has
the maximum length (LFI ⊆ MFI ⊆ CFI ⊆ FI).

Definition 8: Let 𝑋 ∈ FI, 𝑋 is called the frequent itemset
of maximum length - if ∀𝑌 ∈ FI then |𝑋 | ≥ |𝑌 |, that means,
the number items of itemset 𝑋 greater than or equal the
number items of any frequent itemsets contained in FI.
Denoted LFI is the set of the maximum length frequent
itemsets.

Some properties of frequent itemsets: these are the fun-
damental properties used for reducing the search space -
these properties are called the Downward Closure Property
(DCP), which is also known as Apriori properties.
Property 1: ∀𝑋 ⊆ 𝑌 : sup(𝑋) ≥ sup(𝑌 );
Property 2: ∀𝑋 ⊆ 𝑌, sup(𝑌 ) ≥ minsup : sup(𝑋) ≥ minsup;
Property 3: ∀𝑋 ⊂ 𝑌, sup(𝑋) < minsup : sup(𝑌 ) < minsup.

2. Apriori algorithm

The algorithm proposed by Agrawal in 1994 [2], is
considered historic in the association rule mining, because it
is far beyond the reach of familiar algorithms. Apriori is the
foundational algorithm for finding frequent itemsets using
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candidate generation methods. The algorithm is character-
ized by Breadth-First Search using the Apriori property:
any infrequent (𝑘 − 1)-itemset cannot be a sub-itemset of
the frequent 𝑘-itemsets.
Pseudocode 2: Frequent Itemset Mining
Input: Transaction database D, minsup
Output: Frequent Itemsets

1. Generate candidate 𝐶𝑘+1 from frequent 𝑘-itemset;
2. Scan data - calculate support of candidates;
3. Add the candidates to the (𝑘 + 1)-itemset list.

Advantage: The algorithm is based on a fairly simple
comment that any sub-itemset of frequent itemsets are also
frequent itemsets (property 2). Therefore, in the process of
finding the candidate itemset, the algorithm only needs to
use the candidate itemset that appeared in the previous step,
not all of the candidate itemsets (up to that point). So, the
memory is significantly released.

Disadvantage: The algorithm has to scan the data
(max+1) times with max being the length of the longest
frequent itemset. The Apriori algorithm reduces the space
based on the Apriori property. However, when the number
of frequent itemsets generated is large, the fact that the max
is large or the minsup is small will result in generating a
lot of candidate itemsets and having to traverse the data
many times, the algorithm has a high cost. In practice, 2100

candidates (in the worst case) need to be generated to find
the frequent itemset of size 100.

From the above disadvantages, many researchers have
proposed algorithms to increase the performance of gener-
ating frequent itemsets based on the organization of data
storage and corresponding effective search strategies.

3. The common data structure on mining the
traditional frequent itemsets

In addition to some algorithms with Apriori approach,
we present a survey of common data structures used by
many authors for storing the search space in the mining
of frequent itemset and search strategies along with stor-
age space. Search strategies on tree structure: Depth First
Search - DFS, Breadth First Search - BFS or a combination
of both.

a) Lattice

This is a data structure that is used a lot in the proposed
algorithms. Transaction database 𝐷 have |𝐼 | = 𝑚, all itemset
(powerset) are generated from I 𝑃(𝐼), we have the space
of combinations between items generated from 𝑚 items is
2𝑚, this is the full search space. In 1999, Pasquier proposed
the A-Close algorithm [5] based on the Lattice structure to
mining the closed frequent itemset (nearly 2,100 citations).

Figure 1. Lattice

Search strategy: combining both dimensions (Top-Down
and Bottom-Up).
Advantages: simple, ensure mining in full the frequent
itemsets.
Disadvantages: takes a lot of memory during mining.

b) Set Enumeration Tree (SE-Tree)

In 1998, Bayardo proposed the Max-Miner algorithm [8]
based on an enumeration tree (over 2,000 citations) to mine
the maximal frequent itemsets.

Figure 2. Set Enumeration Tree (SE-Tree)

Search strategy: DFS.
Advantages: simple, ensure mining in full the frequent
itemsets.
Disadvantages: unbalance in the mining process (depend-
ing on the frequency of the item).

c) Prefix-Tree

In 2002, Liu proposed the OpportuneProject algorithm
[4] based on the Prefix-Tree structure (nearly 300 citations)
to quickly mining the frequent itemset. Similar to an SE-
Tree, the contents of the archive are shortened through
prefixes.

d) IT-Tree (Itemset Tidset Tree)

In 1999, Zaki proposed the Charm algorithm [6] along
with an IT-Tree (Itemset Tidset Tree) structure like a list tree
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Figure 3. Prefix-Tree

structure and a combination of storing transaction identifier
of itemset (nearly 1,600 citations).

Figure 4. IT-Tree

Search strategy: DFS.
Advantages: simple, ensure mining in full the frequent
itemsets.
Disadvantages: unbalance during mining and memory in-
tensive storage.

e) FP-Tree (Frequent Pattern Tree)

Figure 5. FP-Tree

In 2000, Jiawei Han et al. proposed the FP-Tree structure
[3] (nearly 9,000 citations) and the FP-Growth algorithm
for mining frequent itemsets. This is an extended tree from
Prefix-Tree, with an additional header table that stores
items, frequencies and links to nodes in the tree. From
that, the FP-Tree structures have been used and improved
by many researchers.

Although the FP-Tree structure is more reduced than
the above ones’, FP-Tree is an extension from Prefix-Tree,
so there are still many limitations similar to Prefix-Tree -
unbalanced tree.

III. SURVEY OF FREQUENT ITEMSETS MINING
ON TRANSACTIONAL DATABASE WITH
WEIGHTED ITEMS

1. Algorithm grouping

In practice, the properties in the data are not equal.
There are some properties that are emphasized, we say
those properties have a higher importance level than others.
Over the past 20 years, this has always been a very
interesting research and many proposalsed have been made
(by researchers) to solve this problem. In this survey, the
authors categorize as well as group the research works
of domestic/foreign researchers based on the method of
calculating the measures related to the weights of the
itemset.

a) Some foreign research work

Group 1: In 1998, G. D. Ramkumar et al. proposed the
WIS algorithm [11].

Description WIS algorithm (1998)
Apriori property Satisfy the downward closure property
Weighted items Weight of each item 𝑤 𝑗 ∈ [0, 1]
Approach Apriori
Association rule Weighted binary

Transaction weight 𝑡𝑤 (𝑡𝑘) =
∑

𝑖 𝑗 ∈𝑡𝑘 𝑤 𝑗

|𝑡𝑘 |
Weighted support 𝑤𝑠(𝑋) =

∑
𝑡𝑘 ∈𝑡 (𝑋) 𝑡𝑤 (𝑡𝑘)∑
𝑡𝑘 ∈𝑇 𝑡𝑤 (𝑡𝑘)

In 2003, Feng Tao et al. proposed the WARM algo-
rithm [13]. The proposed algorithm inherits the calculation
method of G. D. Ramkumar and extends the unbound
weighted itemset belong to [0, 1]. To speed up the com-
putation, Feng Tao uses the Lattice structure, which is a
structure widely used in mining data without weights.

Description WARM algorithm (2003)
Apriori property Satisfy the downward closure property
Weighted items Weight of each item 𝑤 𝑗 (unbound ∈ [0, 1])
Approach Lattice
Association rule Weighted binary

Transaction weight 𝑡𝑤 (𝑡𝑘) =
∑

𝑖 𝑗 ∈𝑡𝑘 𝑤 𝑗

|𝑡𝑘 |
Weighted support 𝑤𝑠(𝑋) =

∑
𝑡𝑘 ∈𝑡 (𝑋) 𝑡𝑤 (𝑡𝑘)∑
𝑡𝑘 ∈𝑇 𝑡𝑤 (𝑡𝑘)

Group 2: In 1998, Chun Hing Cai et al. proposed
the MINWAL(O) and MINWAL(W) algorithm [12].
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Description MINWAL algorithm (1998)
Apriori property Satisfy the downward closure property
Weighted items Weight of each item 𝑤 𝑗 ∈ [0, 1]
Approach Apriori-like
Association rule Weighted binary

Weighted itemset 𝑤(𝑋) = 1
|𝑋 |

©«
∑︁
𝑖 𝑗 ∈𝑋

𝑤 𝑗
ª®¬

Weighted support 𝑤𝑠(𝑋) = 𝑤(𝑋) × sup(𝑋)

In 2005, Unil Yun et al. proposed the WFIM algorithm
to inherit the calculation method from Chun Hing Cai.
From 2005 to now, Unil Yun’s team has more than
20 research works related to weighted association rule
mining. However, these works are all based on the WFIM
algorithm [14].

Description WFIM algorithm (2005)
Apriori property Satisfy the downward closure property
Weighted items Weight of each item 𝑤 𝑗 (unbound 𝜖 [0, 1])
Approach FP-Tree (2005), Prefix-Tree (2012)
Association rule Weighted binary

Weighted itemset 𝑤(𝑋) = 1
|𝑋 |

©«
∑︁
𝑖 𝑗 ∈𝑋

𝑤 𝑗
ª®¬

Weighted support 𝑤𝑠(𝑋) = 𝑤(𝑋) × sup(𝑋)

Group 3: In 2011, Zi-guo Huai et al. proposed the
WHIUA algorithm [22]. Although nearly a decade has
passed, Zi-guo Huai’s work has only two citations. Accord-
ing to the author’s survey, this is a challenging approach
in mining association rule with weighted - the WHIUA
algorithm approaches in the direction of NOT satisfying the
downward closure property, leading to a very large search
space and is not suitable for common pruning strategies.

Description WHIUA algorithm (2011)
Apriori property NOT Satisfying the downward closure property
Weighted items Weight of each item 𝑤 𝑗 ∈ [0, 1]
Approach Apriori combines hash table
Association rule Weighted binary
Weighted itemset 𝑤(𝑋) = Max𝑖 𝑗 ∈𝑋 𝑤

(
𝑖 𝑗
)

Weighted support 𝑤 sup(𝑋) = 𝑤(𝑋) × sup(𝑋)

Group 4: In 2013, Guo-Cheng Lan et al. proposed
the PWA algorithm [27]. In order to implement effective
pruning strategies and satisfy the downward closure
property, the author proposed the upper bound weights of
the transactions as well as the itemset.

Description WFIM algorithm PWA (2013)
Apriori property NOT Satisfying the downward closure property
Weighted items Weight of each item 𝑤 𝑗 ∈ [0, 1]
Approach Apriori-like
Association rule Weighted binary

Weighted itemset 𝑤(𝑋) = 1
|𝑋 |

©«
∑︁
𝑖 𝑗 ∈𝑋

𝑤 𝑗
ª®¬

Weighted support 𝑤𝑠(𝑋) =
∑︁

𝑋∈𝑡𝑘 ,𝑡𝑘 ⊂𝑇𝐷𝐵

𝑤(𝑋)

Transaction-weight upper-
bounds

twub (𝑡𝑘) = Max
𝑖 𝑗 ∈𝑡𝑤

𝑤

(
𝑤𝑖 𝑗

)
Weighted frequent upper-
bound itemset

wsub (𝑋) =
∑︁

𝑋∈𝑡𝑘 ,𝑡𝑘 ⊂𝑇𝐷𝐵

twub (𝑡𝑘)

Group 5: In 2015, Xuyang Wei et al. proposed the
IWFPM algorithm [34]. In order to implement effective
pruning strategies and satisfy the downward closure
property, the author proposed the upper bound weights of
the transactions as well as the itemset.

Description IWFPM algorithm (2015)
Apriori property NOT Satisfying the downward closure property
Weighted items Weight of each item 𝑤 𝑗 ∈ [0, 1]
Approach Apriori
Association rule Weighted binary

Weighted itemset 𝑤(𝑋) =
∏

𝑖 𝑗 ∈𝑋 𝑤(𝑖 𝑗)∑
𝑖 𝑗 ∈𝑋 𝑤(𝑖 𝑗)

Weighted support 𝑤 sup(𝑋) = sup(𝑋) ×
∏

𝑖 𝑗 ∈𝑋 𝑤(𝑖 𝑗)∑
𝑖 𝑗 ∈𝑋 𝑤(𝑖 𝑗)

In addition, there has been a lot of research related to the
mining of weighted association rules in recent years - these
algorithms, mostly using the above calculation methods (5
groups) belong with data structures and appropriate pruning
strategy or adding constraints.

2. Some domestic research work

Through a survey of the domestic research on mining the
weighted frequent itemset of items, there is a prominent
research group of Le Hoai Bac and Vo Dinh Bay. From
2009 to now, the above research group has had related
works which are summarized as the following table:

Description WIT-FWIs algorithm (2010)
Apriori property Satisfy the downward closure property
Weighted items Weight of each item 𝑤 𝑗 ∈ [0, 1]
Approach IT-Tree (2010, 2013, 2017), DBV (2016),

Prefix-Tree (2016, 2018, 2020, 2021)
Association rule Weighted binary

Transaction weight 𝑡𝑤 (𝑡𝑘) =
∑

𝑖 𝑗 ∈𝑡𝑘 𝑤 𝑗

|𝑡𝑘 |
Weighted support 𝑤𝑠(𝑋) =

∑
𝑡𝑘 ∈𝑡 (𝑋) 𝑡𝑤 (𝑡𝑘)∑
𝑡𝑘 ∈𝑇 𝑡𝑤 (𝑡𝑘)

The research team uses the method to calculate weighted
based on group 1 (G.D.Ramkumar, 1998) and use data
structures with the appropriate pruning strategies to in-
crease mining efficiency.

In addition, the domestic research groups are interested
in research in the mining data number or high-interested
samples and there are not many works related to the
research problem. Therefore, the authors only focus on
surveying the prominent group above.

3. Some algoritms for mining the frequent itemsets
with weighted items

Synthesizing some of the frequent itemsets mining works
in transaction database with weighted items by time and
classified in 5 groups.
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Table III, presents the timeline of some frequent item-
sets mining algorithm on the transaction database with
weighted items from 1998 to present, including information
fields: top author’s name, algorithm’s name, satisfy Apriori
property, with the data structure approach, the number of
citations of the work [11-50] (Cai [11] to Bui [50]), the
year of publication and the group of algorithms.

TABLE III
SYNTHESIZING 40 FREQUENT ITEMSETS MINING WORKS WITH

WEIGHTED ITEMS [11-50] (MARCH 2021)

First author Algortithms DCP Approach Cite Yr Group
Ramkumar MINWAL[11] X Apriori 645 1998 2
Cai WIS[12] X Apriori 84 1998 1
Tao WARM[13] X Lattice 487 2003 1
Yun WFIM[14] X FP-Tree 72 2005 2
Geng GTCWFP[15] X FP-Tree 4 2008 2
Ahmed IWFP[16] X FP-Tree 21 2008 2
Le WIT-FWI[17] X IT-Tree 10 2010 1
Jeong DWFPM[18] X FP-Tree 6 2010 2
Pears EWGen[19] X Apriori-like 6 2010 2
Wang DWCI[20] X FP-Tree 1 2011 1
Yun WAF[21] X FP-Tree 53 2011 2
Huai WHIUA[22] × Apriori + Hash 5 2011 3
Ahmed IWFP[23] X FP-Tree 64 2012 2
Yun MWFIM[24] X lattice 46 2012 2
Vo WITFWIs[25] X IT-Tree 123 2013 1
Vo FWCIs[26] X IT-Tree 13 2013 1
Lan PWA[27] × Apriori-like 9 2013 4
Yun MCWP[28] X FP-Tree 32 2013 2
Mohan FWIDIFF[29] X IT-Tree 1 2014 1
Yun WAC[30] X FP-Tree 20 2014 2
Nguyen SWITD[31] X IT-Tree 4 2015 1
Lan PWAI[32] × Apriori-like 5 2015 4
Wei IWFPM[33] × FP-Tree 5 2015 5
Lee AWMFPs[34] X FP-Tree 15 2016 2
Nguyen IWSFWIs[35] X IT-Tree + BDV 9 2016 1
Yun IM_WMFI [36] X FP-Tree 58 2016 2
Qin WidTMWFIM[37] X IT-Tree 2016 1
Yun WFPmax[38] X FP-Tree 13 2016 2
Lee FWI[39] X Prefix-Tree 17 2017 1
Lin RWFIMEMine[40] X SE-Tree 9 2017 2
Vo WIT-FWCIDiff[41] X IT-Tree 12 2017 1
Bui NFWI[42] X Prefix-Tree 4 2017 1
Kiran WFRIM[43] X FP-Tree 2017 2
Zhao SWFP[44] X FP-Tree 5 2018 2
Klangwisan WFRIMIWS[45] X FP-Tree 2018 2
Cengiz Pre/PostWAR M[46] X Lattice 2019 1 + 2
Dewan CPTDW[47] X Prefix-Tree 2019 2
Yue ENSFWI[48] X Prefix-Tree 2019 1
Vo TFWIN+[49] X Prefix-Tree 4 2020 1
Bui NFWCI[50] X Prefix-Tree 2021 1

(X: satisfy Apriori property; ×: not satisfy Apriori property)

IV. DISCUSSION AND RECOMMENDATION

1. Data structure

The authors have investigated 40 works on the frequent
itemset mining on transaction database with weighted items
[11-50]. Some algorithms follow Apriori approach, while
others use the common data structures. The below table
is a statistics of algorithms using data structures by each
group. Table IV, shows the most used FP-Tree data structure
(40.00%), followed by IT-Tree data structure (20.00%) and
approach Apriori (15.00%) - this is the basic approach to
mining frequent itemsets with weighted items. In addition,
the above table also shows that the researches also focus
on groups 1 and 2 (90.00%).

TABLE IV
RATIO OF ALGORITHMS IN THE SYNTHESIZE USING THE COMMON

DATA STRUCTURES FOR MINING FI WITH WEIGHTED ITEMS

Approach Ratio of algorithm numbers in the synthesize by group (%) Total (%)1 2 3 4 5
Apriori 2.50 5.00 2.50 5.50 15.00
Lattice 7.50 7.50
SE-Tree 2.50 2.50

Prefix-Tree 12.50 2.50 15.00
IT-Tree 20.00 20.00
FP-Tree 2.50 35.00 2.50 40.00

Total (%) 45.00 45.00 2.50 5.50 2.50 100.00

a) Apriori property

In frequent itemsets mining on unweighted transaction
data of items, this is the fundamental property for re-
ducing the search space for the itemsets satisfying the
user-specified frequency threshold minsup. However, the
observations in Table III show that 90.00% (corresponding
to 36 works in groups 1 and 2) algorithms use satisfying
Apriori property in the process of pruning and reducing the
space generated frequent itemset on transaction databases
with weighted items; only 10.00% (corresponding to 4
works in groups 3, 4 and 5) of algorithms solve the problem
of mining frequent itemsets in transaction databases with
weighted items that does NOT satisfy the Apriori property
(the downward closure property) - this is a big challenge
in mining frequent itemsets because the search space is
very large. This requires researchers to come up with the
storage techniques as well as the strategies to reduce the
search space.

In addition, the algorithms in groups 3, 4 and 5 approach
in the direction of NOT satisfying the Apriori property
(only 04/40 works) together with the proposed algorithm
base the Apriori algorithm.

2. The method to calculate the weighted itemset

In this section, the authors discuss the measures to
calculate the 5 groups of algorithms above: transaction
weight, weighted itemset, weighted support, transaction-
weight upper-bound , weighted frequent upper-bound item-
set and support of interest in algorithms.

TABLE V
DESCRIPTION OF THE MEASURES IN THE CALCULATION METHOD OF

THE ALGORITHM GROUP

The measures including the Algorithm group
calculation method of each group of algorithms 1 2 3 4 5
Transaction weight X
Weighted itemset X X X X
Weighted support X X X X X
Support X X X
Transaction-weight upper-bound X
Weighted frequent upper-bound itemset X

Table V, shows the weights frequently calculated in all
5 groups of algorithms - this is the basic measure for

24



Vol. 2021, No. 1, March

evaluating whether itemsets are frequent or not. Only group
1 considers transaction weight; group 4 proposes adding the
transaction-weight upper-bound and the weighted frequent
upper-bound itemset; The itemset weights are calculated
in groups 2-4. In addition, the frequent itemsets are the
support of groups 2,3 and 5 - this is an important measure
to show the frquency of frequent itemsets appearance in
transaction database. In groups 1 and 4, the support itemsets
are not used - the frequent itemsets mined from these 2
groups are difficult to assess as frequent or not.

The weight itemset is calculated in groups 2-4: in groups
2 and 4, this measure is averaged according to the weight
of items in itemsets - losing the significance of the weights
of items in data transactions; In group 3, this measure is
calculated according to dominance - that is, the weighted
of itemset is largest weight of the items in the itemset
(representing the significance of weight or the important
of items in the transaction database).

In 2013, Lan et al. proposed PWA algorithm [27] -
the first algorithm in group 4: adding a measure of the
transaction-weight upper-bound and the weighted frequent
upper-bound itemsets to help prune the search space faster.

In group 5, Wei et al. proposed IWFPM algorithm [34].
The algorithm for calculating the itemset weight is equal
to the ratio between the product of the weighted items and
sum of the weighted items in itemset - with this measure,
the authors have not yet explained the meaning/role of the
weights in the work.

In addition, basing on the method of calculating the mea-
sures of the 5 groups of algorithms, the authors have the fol-
lowing comments: from group 1 to 4, when changing to the
traditional form of mining frequent itemset (the weighted
items are the same) then the measures are corresponding
- the weighted frequent becomes frequent; especially for
group 5, the uncorrelated weighted frequent is the frequent
when applied to the unweighted data transactions of items.

3. Recommendations

In the above section, the authors presented and discussed
the frequent itemsets mining works on the weighted data
transactions of items, which is surveyed from data structure,
the search space pruning/reducing strategy and the method
to calculate the relevant metrics in the mining process, the
authors have the following recommendations:

− First, the algorithms for mining frequent itemsets on
transaction database with weighted items, the experiment
evaluation needed to be further compared with the tradi-
tional efficeint frequent itemsets mining algortihms (that
means assign the weight of items to equal 1) to show that
the proposed algorithm is really efficient;

− Second, it is necessary to choose a method to calculate
the appropriate measures - the importance is that the mea-
sures represent the weighted role/meaning of each items,
as well as the frequency of occurrence of the itemsets and
especially the metrics to use that must be suitable when
changing to unweighted one (or the weight of items is equal
to 1);

− Third, according to the recommendations above - the
authors propose to correct the calculation formula for group
5, specifically adding |𝑋 | in weighting itemset;

Description IWFPM algorithm (2015)

Weighted itemset 𝑤 (𝑋) = |𝑋 | ×
∏

𝑖 𝑗∈𝑋 𝑤
(
𝑖 𝑗
)∑

𝑖 𝑗∈𝑋 𝑤
(
𝑖 𝑗
)

Weighted support 𝑤 sup(𝑋) = sup(𝑋) × 𝑤 (𝑋)

− Fourth, researchers need to focus on proposing a
frequent itemsets mining algorithm on transaction database
with weighted items following the approach that does NOT
satisfy the Apriori property - this is really a big challenge
in this type of problem. Currently, the proposed research
works only approach the Apriori algorithm and have no
effective algorithm to solve this problem;

In addition, the authors also found that the approach
in mining frequent itemsets on transaction database with
weighted items is also based on the aggregated data struc-
tures used in traditional frequent itemsets mining. Then, the
efficient algorithms in traditional mining frequent itemsets
can be used for group 1 and 2 (satisfy Apriori property)
and only need to calculate more measures related to the
weights of items.

V. CONCLUSIONS AND FUTHER
DEVELOPMENTS

In this article, the authors present an overview of com-
mon data structures used in mining frequent itemsets on
the binary transaction database and a summary of some
algorithms for mining frequent itemsets on transaction
database weighted items in the direction of data structure
analysis, search strategy on generate space, and method of
calculating the related measures in researches over the past
twenty years. The authors also give recommendations, and
help researchers in data mining have enough knowledge
when choosing an appropriate technical solution for the
problem of mining frequent itemset on transaction database
with weighted items.

From the summary and recommendations on some com-
mon frequent itemsets mining algorithms on transaction
data with weighted items presented in Parts II and IV: In
future, the authors will expand the research on some data
structures and algorithms in order to mine frequent itemsets
on large transaction database with weighted items, as well
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as parallelize the proposed algorithm in order to quickly
mine the frequent itemsets on multi-core processors, the
distributed computing systems such as Hadoopp, Spark, etc.
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